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ABSTRACT

The design of a source-channel system based on the multi-
stage vector quantizer (MSVQ) is optimized for packet net-
works. Resilience to packet loss is further enhanced by a
proposed interleaving scheme that ensures that a single lost
packet only eliminates a subset of the vector stages. The
design is optimized while taking into account compression
eÆciency, packet loss rate, and the interleaving technique
in use. Simulation results demonstrate that the packet
network-optimized MSVQ outperforms traditional MSVQ
for a variety of images and channel conditions, with gains
of up to 2.0 dB in PSNR. Although the formulation is giv-
en in the context of packet networks, the work is directly
extendible to the broader category of erasure channels.

1. INTRODUCTION

Packet networks have dramatically gained in importance
and popularity in recent years, especially due to the widespread
use of the Internet. Naturally, much research e�ort is cur-
rently focused on robustness to the type of errors that are
encountered in such channels, namely, packet loss due to
congestion and delays. Packet networks, hence, represent
a special case of erasure channels. This paper is concerned
with the design of source-channel coding systems for pack-
et networks in particular, and erasure channels in general.
Another potential application is in wireless communications
over deep fading channels which may also be viewed as era-
sure channels.

Most existing image and video robustness-to-channel
techniques heavily depend on decoder-driven concealment
techniques (see e.g., [1].) Currently, more research is shift-
ing towards encoder-driven robustness techniques. A known
approach to combat packet loss is the design of diversity sys-
tems which employ multiple description coding. This direc-
tion of research was stimulated by Vaishampayan's work on
scalar quantizers [2] and was later pursued in the context of
transform coding [3] and vector quantization [4]. The basic
idea is to encode and transmit more than one description of
the source over di�erent channels or packets. In the event of
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packet loss or channel failure, the decoder reconstructs the
data from the remaining received descriptions. The encoder
is thus designed such that there is suÆcient redundancy in
the descriptions.

MSVQ is a very eÆcient signal coding technique. It has
met with considerable success in audio coding, and has re-
cently been found to be applicable also to image and video
coding [5]. The low complexity and memory requirements
were among the most attractive features of MSVQ. In the
case of images, blocks of uniform size are input to the quan-
tizer which in turn �nds the best set of MSVQ-parameters.

MSVQ decomposes the source vector into the sum of
code vectors, one per stage. Historically, MSVQ was con-
ceived as a sequential quantization operation where each
stage simply quantizes the residual of the previous stage.
More recently, the greedy nature of simple sequential encod-
ing was recognized, and eÆcient techniques were proposed
to seek better approximation of the source vector as com-
bination of stage-vectors [6]. In [7], an unequally protected
MSVQ design was proposed where the receiver estimates
the channel conditions and decodes as many stages of the
quantized signal as can be reliably decoded. In that work,
whose motivation is wireless applications, the multi-stage
coder is viewed as a tool for successive re�nement, i.e., to
decode stage n, all stages up to n � 1 need to be correct-
ly decoded. In the current work, which addresses packet
network applications, we directly optimize the MSVQ for
general information loss patterns. It complements our pre-
liminary work in speech coding where MSVQ is a standard
tool [8].

This paper is organized as follows. In Section 2, we
introduce basic means to exploit the robustness potential of
MSVQ, via appropriate interleaving techniques. In Section
3, we propose a design technique to optimize the MSVQ for
the given packet loss statistics. We then present simulation
results and conclusions in Sections 4 and 5, respectively.

2. INTERLEAVING FOR ROBUST MSVQ

In this section we demonstrate the importance of appropri-
ate interleaving to the robustness of MSVQ, and propose
such an interleaving scheme. An L-stage MSVQ quantizes
an input vector by searching for a set of indices (a0; a1; a2;
: : : ; aL�1) pertaining to the (hopefully) best choice of stage-
vectors for its representation. The process of �nding a
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Figure 1: MSVQ parameter interleaving example with two
data packets. Note that a0 and b0 are transmitted on both
packets.

good combination of representative stage-vectors typical-
ly involves an \M-search"[6]: Instead of greedily selecting
the best vector at the current stage, the decision is post-
poned, and M \survivors" are temporarily stored. In other
words, the delayed decision allows the search procedure to
seek the best combination of stage-vectors rather than to
locally �t each stage vector. This fact coupled with the
observation that, at high dimensionality, individual stage-
vectors exhibit a high degree of mutual orthogonality, sup-
ports the potential bene�ts of decoding and utilizing all re-
ceived stage-vectors even when some preceding indices are
missing.

Let us �rst consider the performance of an MSVQ un-
der various index loss patterns. Some typical experimental
results are shown in Table 1. The reconstruction error is
averaged over the test set. For a given L-stage MSVQ, the
pattern of index losses can be described using an \index
transmission vector" T = (T0; T1; : : : ; TL�1), where

Ti =

�
1 if index i is correctly received
0 if index i is lost.

(1)

In the �rst column of Table 1, we list the index transmis-
sion vectors. The second and third columns list, for tradi-
tional MSVQ design and source-channel optimized design,
respectively, the mean squared error (MSE) results for im-
age block reconstruction subject to the corresponding index
transmission vector, averaged over the test set. The last
row in Table 1 shows the expected MSE that would result
if the concealment method of [9] is used. The concealment
method would be used when all block information is lost or
discarded due to losses in transmission. It can be seen that
a lower MSE is achieved by reconstructing using as many
indices as received than having to resort to the concealment
method. Table 1 also demonstrates further improvements
of channel-optimized MSVQ over traditional MSVQ. In the
next section, we will explain the design steps needed to
achieve such an improvement.

Note that all transmission patterns in Table 1 indicate
successful transmission of the �rst stage-index. The require-
ment that a0 always be received is due to the fact that a0
contains the most signi�cant information, and the loss of a0
often renders the remaining indices useless. For this reason,
in some audio standards, a0 is more heavily protected using
FEC codes.

Shown in the second column of Table 1 is the perfor-
mance for a traditional source-optimized MSVQ under var-

Table 1: Average MSE in image reconstruction from partial
received information.

Transmission Source- Source-

Vector Optimized Channel-

MSVQ Optimized

MSVQ

MSE MSE

11111 22.82 29.50

11110 32.47 36.45

11101 39.74 39.77

11100 47.75 51.55

11011 57.12 44.29

11010 65.85 58.85

11001 72.15 64.15

11000 79.25 83.54

10111 148.17 47.66

10110 156.92 64.34

10101 163.20 70.94

10100 170.32 92.45

10011 178.03 78.02

10010 185.86 102.32

10001 191.18 110.89

10000 197.38 140.02

Concealment 196.29 196.29

ious loss scenarios. The important fact we can deduce is
that in the situation where individual indices may become
lost, using any remaining received indices contributes to
lower average distortion than discarding those indices. In
the third column of Table 1, we show the performance for
a source-channel optimized MSVQ where a stage index loss
rate of 30% is assumed. It can be seen that MSE for the
more severe losses is signi�cantly decreased. On the oth-
er hand, as expected, MSE for the less severe losses is in-
creased. When the whole transmission problem is cast in
probabilistic terms, we �nd that the overall expected MSE
for a source-channel optimization is much lower than that
of a traditional source optimization.

We propose a framework for encoding the image blocks
into data packets such that the decoding is more robust to
channel losses. Table 1 strongly suggests that it is better
to have a loss distributed over several image blocks than to
have a complete loss of an image block, which would then
require concealment as mentioned above. An interleaving
method is the natural solution to this problem. See Fig. 1
for an example of interleaving of the MSVQ-parameters for
two image blocks over two packets. Notice that a0 and b0
are transmitted on both packets. Although this redundancy
increases the bit rate, it was found to contribute signi�cant-
ly to robustness.

Using the interleaving scheme of Fig. 1, and given pack-
et loss rate of p, we have four di�erent transmission vectors:
00000, 10101, 11010, 11111, with probabilities p2, p(1� p),
(1�p)p, and (1�p)2, respectively. The transmission vector
00000 occurs when both packets are lost, and in this case a
concealment technique is applied. Note that in this case, a



tailored source-channel optimization, where only the above
four scenarios may occur, will achieve even better MSE than
that shown in the third column of Table 1.

3. SOURCE-CHANNEL-OPTIMIZED MSVQ

In this section, we propose an optimization algorithm to
further strengthen MSVQ for use on packet network chan-
nels under interleaving schemes such as the one described
in Section 2.

The traditional approach to the design of MSVQ is an
iterative decent algorithm alternating between two opti-
mization steps. Given the current quantizer codebooks, the
training set is encoded, and statistics for the input vectors
for each stage quantizer and its decision are accumulated.
Next, codebook entries are recalculated from the curren-
t encoding partition statistics. These two steps guarantee
monotone decrease in reconstruction error, and the proce-
dure converges to an at least locally optimal solution.

The aim of the new algorithm is to extend the design
algorithm to handle packet loss. In fact, we average over all
possible transmission vectors with respect to probabilities
P (T ), where T 2 T , the set of possible transmission vectors.
For an L-stage MSVQ, an input vector X 2 Xn is encoded
into L indices (i0; i1; : : : ; iL�1) that are concatenated into
one overall codeword i 2 I, where I is the set of all possible
codewords. (For simplicity of presentation we assume that
no error correcting codes are used). The channel may cause
some indices to be lost, and its e�ect is given by the function
f : I � T ! I0, where I0 is the set of all possible received
words. The encoder and decoder are denoted by � : Xn !
I and � : I0 ! Yn, respectively. The function �, thus,
maps codeword i0 to a reproduction vector Y 2 Yn.

Encoder Optimization

An optimal encoder �� maps each source vector X to the
codeword that would minimize the expected distortion. If
transmitted codeword i is subject to channel losses in the
pattern of the transmission vector T , then following our
notation, the received codeword is i0 = f(i; T ). Thus, the
optimal encoder is given by

�
�(X) = argmin

i2I
f
X
T2T

P (T )d(X;�(f(i; T )))g (2)

where d(�; �) is the distortion measure. Note that for sim-
plicity of description we have made abstraction of the stage-
wise encoding search.

Decoder Optimization

Given �, we �nd the optimal decoder �� that minimizes
the expected distortion given the received channel codeword
index i0 2 I0 and the transmission vector T 2 T :

�
�(i0) = arg min

Y 2Yn
fEX [d(X; Y ) j f(�(X); T ) = i

0]g (3)

and the explicit solution for the case of squared error dis-
tortion is given by

�
�(i0) = fEX [X j f(�(X); T ) = i

0]g: (4)
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Figure 2: MSE performance versus packet loss rate on the
Lena and Goldhill images

The iterative algorithm, which alternates between (2)
and (4), must be initialized with some MSVQ. A reason-
able choice of initialization is with an MSVQ that was opti-
mized assuming a lossless channel (i.e., a source-optimized
MSVQ). The actual algorithm we use here is implemented
using a selective splitting procedure [10].

4. SIMULATION RESULTS

Block-based image coding techniques involve dividing up an
image into blocks of uniform size. Then the blocks are sub-
ject to quantization (or transformation followed by quan-
tization). A competitive image coder would most likely
incorporate a variable rate quantizer. In order to simplify
the experiment and avoid complicating factors, the quan-
tizer is assumed to be �xed rate. (For a variable rate coder,
synchronizing techniques can be used.)

For the experiment, we assume a packet-based commu-
nication channel. In traditional interleaving techniques, in-
terleaving is performed on the scale of whole image blocks
(or MSVQ-parameters thereof), which we call block-inter-
leaving. In this work, we propose an interleaving scheme
that operates on the much �ner level of MSVQ-indices,
which we refer to as MSVQ-index interleaving. The MSVQ-
index interleaving scheme in Fig. 1 will be used.

The source-channel optimizedMSVQ interleaving scheme
was tested as follows: A group of eight images were used
for training a 5-stage MSVQ according (2) and (4). Blocks
of size 8 � 8 are rearranged into vectors. The performance
of the proposed technique is evaluated on an independent
test set of two independent images, Lena and Goldhill, and
compared to traditional source-optimized non-interleaved
MSVQ. In the proposed method, the MSVQ indices are ob-
tained according to (2), and are interleaved and sent in data
packets according to Fig. 1. For the traditional method, the
MSVQ indices are obtained using source-optimized MSVQ
and are non-interleaved. The interleaved method requires a
repetition of the �rst index, so at a rate of 6 bits per stage,
a total rate of 36 bits per block (0.56 bpp) is used. For a fair



comparison with the interleaved method, an extra MSVQ
stage is provided for the non-interleaved method to equate
the bit rate. In the case of a complete loss of a block, a
concealment method is used [9]. Performance is shown in
Fig. 2 versus packet loss rates. A considerable gain of more
than 2 dB is achieved at high packet loss rates. In addition,
the subjective quality is signi�cantly improved. A subjec-
tive comparison at a loss rate of 30% is given in Fig. 3. The
subjective gains of our proposed method are maintained at
lower packet loss rates (not shown here for lack of space). It
can thus be concluded that the interleaved MSVQ method,
when optimized for general loss patterns, can be very robust
to packet loss transmission.

5. CONCLUSION

A new interleaving scheme is proposed for robust image
transmission over lossy packet networks. Moreover, we de-
veloped an optimization algorithm for MSVQ design that
explicitly accounts for packet losses. Both subjective and
objective comparisons demonstrate the merit of the pro-
posed approach.
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Figure 3: Performance example at packet loss rate of 30%:
a) Interleaved source-channel optimized MSVQ (28.78 dB),
b) Non-interleaved source optimized MSVQ (27.88 dB).


