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Abstract

We propose a rate-distortion (RD) approach to the op-
timization of image coding for transmission over lime-
varying channels. The information available about the
channel error rate, is used to adapt the joinl source-
channel coding (JSCC) scheme. We focus on struc-
tured JSCC schemes 1o obtain realizations with feasible
complexity. The image is hierarchically quantized, fol-
lowed by unequal channel error protection matched to
the importance of the bits. We allow the use of var:-
able length codes in the source coder which provides
adaptalion to image statistics and higher compression
performance. Al the same time, we maintain error
resilience by sending the synchronization information
error free (through heavy protection). We show that
efficient rate-distortion performance can be achieved
by optimizing the overall system for the target rate
and channel conditions. We present simulation results
obtained on coding 1mages for time-varying channels,
which show that RD optimized JSCC schemes substan-
tially outperforms conventional fized length JSCC and
can gain more than 6 dB in PSNR of reconsiructed
frames..

1 Introduction

The design of multimedia compression systems for
transmission over band-limited wireless channels is
becoming increasingly important due to applications
such as personal communication systems. Wireless
links have time-varying channel error rates, ranging
from error free transmission to deep fades where the
error rates can be as high as 10~!. One of the im-
portant challenges in the design of these systems is to
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achieve efficient performance over such widely time-
varying channel noise conditions. A straightforward
approach to this problem is to design the system for
worst case channel conditions, using powerful error
correction codes to clean up the channel in conjunction
with the source coder for the reduced rate. However,
this approach is too conservative and substantially un-
dermines performance under low channel noise condi-
tions. An alternative approach is to use extremely
long interleavers to redistribute channel errors more
uniformly and design the compression scheme for the
resulting artificially stationary noise statistics. How-
ever, for many, if not most, multimedia applications,
the required delay is intolerable. Further; the inter-
leaving approach compromises the ability to exploit
the correlations which naturally occur in channel er-
Tors.

Depending on the application, some information
about the channel error condition may be available
at the encoder or the decoder or both. Thus, a supe-
rior design paradigm would exploit such information
to adapt the source channel coders to the channel con-
dition, in order to minimize the total distortion. This
joint source-channel coding (JSCC) approach can pro-
vide superior rate-distortion performance while incur-
ring low delay.

However, conventional methods for JSCC image
coding have been mostly restricted to fixed length
codes [2].  Although this approach guarantees ade-
quate error resilience, it implies significant loss of com-
pression efficiency. A multimode framework was pro-
posed in [1] to optimally trade-off compression effi-
ciency of variable length codes with error robustness of
fixed length codes. Multimodeimage coders can be de-
signed to minimize the overall rate-distortion cost. An
alternative approach was proposed in [5] where vari-
able length code words are packetized and transmit-
ted. An analytic expression for the channel distortion
and was used to optimize the rate-distortion perfor-
mance of the image coder. We note, however, that
all these approaches explicitly assume a given fixed
channel error conditions, and do not carry over to the
time-varying case. Additional JSCC frameworks for
image compression over time-varying channels have



been presented in [3]. However, these approaches do
not aim to optimize the overall rate-distortion perfor-
mance. The main purpose of this work 1s to present a
rate-distortion approach to the design of JSCC-based
image coders for {ime-varying channels.

A major concern in JSCC-based image coding is

complexity. Since a JSCC scheme is optimized jointly
for both the source and the channel statistics, 1t in-
volves greater complexity than separate source and
channel coding. In the case of time-varying chan-
nels, the complexity may become prohibitive due to
the adaptation of the coder to the channel conditions,
which may result in a new encoder/decoder pair for
each state of the channel. Thus, we restrict our focus
to coders of feasible complexity, which are designed to
optimize the rate-distortion performance.

The organization of this paper is as follows: The
general formulation of the problem is presented in sec-
tion 2. We discuss the use of channel state infor-
mation (CSI) in optimizing the encoder/decoder and
the resultant complexity trade-offs. In section 3 , we
propose a structured JSCC image coding system. The
system consists of an hierarchical source encoder op-
timized for the image statistics, whose output bits are
of unequal importance. The channel encoder can use
CSI to provide unequal error protection, matched to
the importance of the bits. The system can be easily
readjusted for a different channel condition by vary-
ing the error protection provided to the different bits,
resulting in an efficient low complexity implementa-
tion. Section 4 proposes a design algorithm for the
system which optimizes the overall rate-distortion per-
formance. We present simulation results for compres-
sion and transmission of real images over time-varying
channels in section 5. RD optimized JSCC image
compression is shown to outperform conventional ap-
proaches. Conclusions and areas for future work are
discussed in section 6.

2 Problem Formulation

A sketch of a transmitter/receiver pair communicating
over a time-varying channel is given in Figure 1.

We model the channel as a discrete memoryless
channel whose bit error rate, ¢, may be time-varying.
More specifically , € can take one of N values, {¢;]i =
1,2,...N} with probability p(¢). The channel is as-
sumed to be varying slowly enough, so that the error
rate, ¢, can be estimated accurately at the receiver.
This is the channel state information (CSI). The re-
ceiver quantizes the CSI and sends it to the transmit-
ter through a reliable side channel. The transmitter
does not have access to the exact current bit error
rate, ¢, both due the quantization and the delay in
transmission of CSI. We denote the approximate CSI
available at the transmitter as s, where s can take one

of M (M <= N) values {s;|j = 1,2..M}. Let the
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Figure 1: JSCC scheme communicating over a time
varying channel. Channel is estimaled at receiver,
quantized and seni reliably to transmitter. Channel
state estimation shown outside receiver for clarily.

conditional probability of true bit error rate given the
transmitter CSI, be denoted p(¢|s).

The encoder design consists, in effect, of the design
of a set of M JSCC coding schemes, one for each state,
or CSI value, s. The JSCC coders are therefore op-
timized for the conditional statistics given by p(es;),
j=1,2,..M,and the image statistics.

Note that the decoder also has access to s and thus
is always synchronized to the JSCC scheme used by
the encoder. Moreover, it knows the exact channel
error rate ¢, which it can exploit further. Thus, we
can have two types of decoding rules depending on
the allowed complexity:

1. “Hard Decision” Decoding: The receiver has M
decoders, one per channel state s.

. “Soft Decision” Decoding: Use a JSCC decoder
which takes into account both the current JSCC
encoder and the current bit error rate €. There
are M N decoders at the receiver.

Obviously, soft decoding can give better perfor-
mance than hard decoding, but is of greater complex-
ity. This basic system can be designed to minimize
the overall rate-distortion cost as explained in section
4. However, it is important to first address the ques-
tion of complexity. Even the simpler hard decoding
system requires M encoders and M decoders. More-
over, a different rate counstraint and/or different chan-
nel conditions require a complete redesign of the sys-
tem. Therefore, such a system seems impractical in
a real environment with multiple rate constraints and
channel conditions as in multicast applications. Mo-
tivated by these observations, we present a structured
JSCC coder in the next section, which can be easily
reoptimized for different rate constraints and channel
conditions while maintaining feasible complexity.



3 System Description

The system we propose builds on the work presented
m [2].
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Figure 2: Structured JSCC: Source s hierarchically
quantized followed by error protection matched to 1m-
portance. CSI is used to adapt channel encoder. Reli-
ability information can be used for soft decoding.

Refer figure 2 for a simple sketch of the system.
The image is encoded by a hierarchical source coder,
whose output i1s a bit stream of varying importance.
The channel encoder chooses a subset stream of the
bit stream for transmission, to which it offers unequal
error protection. The choice is made depending on the
target rate constraint, the importance of the individual
bit, and the current channel state condition available
to the channel encoder. Thus the source encoder can
be optimized for hierarchical image compression and
does not need to have access to the channel statistics.
At the same time, the channel encoder needs only the
relative importance of the bits from the source encoder
and no knowledge of source statistics is required. The
channel coder minimizes the actual distortion, for the
given rate constraint and the statistics of the channel.
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Figure 3: Practical JSCC scheme in a Multicast En-
vironment. Channel encoders located at intermediate

points in the network; optimized for individual channel
conditions.

In practice as shown in Fig. 3, there can be multi-
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ple channel encoders for a given source encoder corre-
sponding to different links with individual rate con-
straints and differing channel conditions. A multi-
casting application can have the channel encoders lo-
cated at intermediate points (gateways) in the net-
work, where they can drop less important bits, change
error protection etc. This modularity enables practical
realizations of low complexity, while still achieving ef-
ficient performance over each individual link. We next
describe each of the individual components in greater
detail.

3.1 Source Encoder

The image is compressed by a hierarchical source
coder. Hierarchical fixed length compression schemes
have been proposed [2] due to their robustness to chan-
nel errors. However, fixed length codes are very inef-
fictent in compression and thus lead to poor overall
performance. While most image coders use conven-
tional variable length codes to achieve adaptation and
compression efficiency, they suffer from channel error
propagation. The error propagation makes it difficult
to compute, and subsequently minimize, the channel
distortion. Omne approach is to packetize the variable
length codewords and subsequently evaluate the effect
of error propagation (see for e.g. [5]).

An alternative multimode coding approach was pro-
posed in [1]. Here quasi-fixed length codes are used for
adaptation to statistics, while the synchronization in-
formation is sent error free to the receiver via heavy
protection. This prevents error propagation and thus
allows for direct optimization of the rate-distortion
performance. We adopt a similar approach, with the
notable distinction that hierarchical quantizers are in-
corporated to achieve scalability.

We first provide a short summary of multimode
image coding. The image is divided into blocks and
transformed by DCT. The coder provides a set of fixed
length coding modes. Each mode consists of a bit al-
location map for quantizing the DCT block and a cor-
responding set of hierarchical quantizers. The DCT
block is encoded by the most suitable mode. (i.e the
mode that minimizes the rate-distortion cost of en-
coding that block). Since the different modes are op-
timized for different source statistics, the encoder can
adapt to varying statistics by switching modes. The
mode index is sent as side information with the quan-
tized DCT coefficients.

The following is a design algorithm for the multi-
mode image coder. Define an initial partition of the
training set of DCT blocks among the modes. Iterate
the following steps:

1. For each mode, optimize the bit allocation and
quantizers to minimize the rate-distortion cost for
its training subset.



. Entropy code the mode information to minimize
side information.

Encode the training set using newly designed
modes to form a new partition.

The algorithm produces a locally optimal multimode
image coder. Note that the above multimode design is
similar to the approach proposed in [4] [8], in the con-
text of universal source coding for noiseless channels.
Our main objective is to optimize the overall source-
channel rate-distortion cost, subject to the constraints
of feasible complexity.

3.2 Channel Encoder

The channel encoder consists of a set of rate com-
patible punctured convolutional codes (RCPC), which
can provide unequal error protection. Rate compati-
ble puncturing allows using the same encoder/decoder
structure for the entire set of codes, thus reducing com-
plexity.

The objective of the channel encoder is to adapt
the modes used by the encoder, for the given rate
constraint and channel state s, so as to minimize the
overall distortion. The adaptation is very simple and
consists of:

1. effectively readjust the bit allocation map for each
mode; performed by omitting to send of the indi-
vidual quantizers.

provide unequal error protection matched to the
importance of bits that are bing transmitted.

The actual system optimization is described in sec-
tion 4 Note that any error in the mode indices will
lead to loss of synchronization and “error propaga-
tion”. Therefore, the mode information is protected
very heavily by the channel, to ensure that the prob-
ability of such error is negligible. There will only be a
minimal loss of compression performance due to this
heavy protection, since mode information is a small
part of the total rate. Further, we confirmed through
simulation that this loss is overwhelmingly offset by
the gains in compression efficiency achieved through
adaptation (via the different modes) to varying statis-
tics.

3.3 Channel Decoder

The channel decoder also has access to the encoder
state, s. Thus, it can compute the bit allocation and
unequal error protection used by the channel encoder.
The different RCPC codes are decoded and the indi-
vidual bits of the received codewords are sent to the
source decoder. Further, a reliability metric is com-
puted for each bit and sent to the decoder. The relia-
bility metric is simply the probability of channel error

971

for each bit given the RCPC code used for protection,
and the current channel error rate, ¢, as estimated by
the receiver.

3.4 Source Decoder

The source decoder uses the mode index (received er-
ror free due to its heavy protection) and the received
codewords of the quantizers to estimate the DCT co-
efficients. Again, the estimation can be done in two
ways: (i) “Hard Decision”: The source decoder dis-
regards the reliability metric and maps back each re-
ceived codeword to a source value which is fixed for the
channel state s. (1) “Soft Decision”: The source de-
coder uses the reliability information and the received
bits to form a best estimate of the coefficient.

Finally, inverse DCT is performed to recover the
block.

4 RD Optimization

The design of the system consists of adjusting the
effective bit allocation maps of the modes, and the
RCPC assignment to the bits, for each value of s. The
objective is to minimize the total distortion, D, while
satisfying the rate constramnt, R < Rms,. Equiva-
lently, the problem is formulated as an unconstrained
minimization of the Lagrangian D + AR. Note that
this Lagrangian is separable and allows us to optimize
the bit allocation and RCPC assignment of the DCT
coefficients in the various modes independently. Fur-
ther, we can perform independent design of the system
for each value of s.

We now describe a simple optimization method to
minimize the Lagrangian.

1. Given channel encoder state s, compute p(e|s) the
conditional channel error rate.

2. For each mode;
For each DCT coefficient;

(a) Go over the possible bit allocations r
0,1,2,..rmas.

(b) Find the best RCPC assignment to minimize
RD cost for p(e|s).

(c) Select bit allocation r and RCPC for the co-
efficient.

Note that gradient descent algorithms can be used
instead of exhaustive search to reduce the complexity
associated with optimizing the bit allocation.

5 Results

In this section, we present simulation results to demon-
strate the performance of RD optimized JSCC. We
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sl /73] 173 1/3 0 0

s2 0 0 0 172 1/2
Table 1: Conditional probability of channel er-

ror, ple|s), for different channel conditions. p(sl) =
p(s2) = 1/2.

Rate | Fixed Length | RD Optimized
in bpp JSCC JSCC
0.4 24.43 28.78
0.5 24.92 29.87
0.6 25.25 30.73
0.75 26.07 31.99
1.0 27.37 33.49

Table 2: Performance of fized length coding and RD
optimized coding, at various target rates. Avg. PSNR
(in dB) of reconstructed image is shown.

compare the performance of RD optimized coders with
fixed length JSCC for compression and transmission of
images over time-varying channels. The source coder
was designed for a rate of 1bpp. The image BAR-
BARA was used for the design the coder.

We used a BSC in our simulations, whose bit er-
ror rate can take the values, {¢ = 0.0,107%,10735 «
1073,1072} as in [6]. The CSI available at the en-
coder can take values sl and s2. We assumed p(sl) =
p(s2) = 1/2. The conditional probability of the cur-
rent bit error rate, p(¢|s), is summarized in table 2.

We used the RCPC codes described in [7] for er-
ror protection. The mode information was protected
using a 1/3 code, which guaranteed an error rate less
than 107!% for even the highest bit error rate of the
channel. The proposed design algorithm was used to
optimize the channel encoder for the given channel
conditions and the target rate constraint. The perfor-
mance of the compression scheme was tested on the
image LENA The results are summarized in table 2.
Note, that the rates include all side information and
channel protection. The results illustrate the gains
achievable by RD optimized JSCC over fixed length
JSCC for time-varying channel conditions. In partic-
ular, gains in the order of 6 dB were achieved in these
preliminary simulations.

Though we have demonstrated the performance
with simple channel models, it is straight-forward to
extend this framework for application in more involved
channel models.

6 Conclusion and Future work

A rate-distortion framework was proposed for design-
ing image coding schemes for transmission over time-
varying channels. The JSCC scheme is adapted us-
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ing the channel state information to minimize the to-
tal distortion. To obtain an implementation of feasi-
ble complexity, we focus on structured JSCC where
the image is hierarchical quantized followed by un-
equal error protection matched to importance of bits.
The image is compressed using multimode codes which
can adapt to image statistics, and thus achieve good
compression performance. Adequate error resilience
is maintained by providing heavy protection to the
synchronization information. We show that the over-
all system can be optimized to achieve efficient rate-
distortion performance. Simulation results demon-
strate that RD optimized image coding can outper-
form fixed length systems for transmission over time-
varying channels and achieve gains of up to 6dB in
PSNR of reconstructed images .
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