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ABSTRACT

Automated spatial alignment of images from different modalities is
an important problem, particularly in bio-medical image analysis.
We propose a novel probabilistic framework, based on a variant of
the 2D hidden Markov model (2D HMM), to capture the deforma-
tion between multi-modal images. Smoothness is ensured via tran-
sition probabilities of the 2D HMM and cross-modality similarity
via class-conditional, modality-specific emission probabilities. The
method is derived for general multi-modal settings, and its perfor-
mance is demonstrated for an application in cellular microscopy. We
also present an efficient algorithm for parameter estimation. Experi-
ments on synthetic and real biological data show improvement over
state-of-the-art multi-modal image fusion techniques.

Index Terms— Biological image analysis, deformable, fusion,
registration, multi-modal

1. INTRODUCTION

Bio-medical image registration problems have been widely explored
in recent years, resulting in reliable and accurate deformable regis-
tration techniques for images of the same modality. However, multi-
modal image fusion is a more challenging task due to differences in
the nature of the data, and remains an active area of research. When
images of different modalities are available from the same subject
or region of interest, they usually provide complementary informa-
tion. Advances in technology have enabled the collection of large
amounts of such multi-modal data, and the sheer size of this data
makes manual annotation and analysis impractical. Automated spa-
tial alignment of these images is an important task and is essential in
relating relevant information from each modality, which in turn aids
diagnosis.

Mutual Information (MI) has been successfully used in a vari-
ety of rigid [1] and deformable [2] registration problems. Multi-
modal extensions built on the cubic B-spline framework of [2] were
proposed in subsequent papers [3, 4], and use variants of MI (con-
ditional MI and normalized MI respectively) which are more suit-
able for multi-modal applications. A drawback of these registration
methods is that they do not offer a practical extension to the case
where one or both of the modalities proffers multiple channels of in-
formation. A natural extension of MI-based approaches to include
data with multiple channels (e.g., RGB data) would require estimat-
ing higher dimensional joint histograms. However, the complexity
of populating such a histogram grows exponentially with the num-
ber of channels, and these methods quickly become impractical for
multi-channel or multi-feature modalities. Further, inadequate popu-
lation of such high dimensional histograms due to sparse availability
of data could lead to inaccuracies in the inferred deformation (the
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“curse of dimensionality”). In [5], a graph-based implementation of
α-MI is used to achieve multi-feature mutual information with fea-
sible time complexity. While this method mitigates the above short-
coming due to registering multi-channel data, it still suffers from
another issue of the MI-based techniques discussed. MI is intrinsi-
cally a global measure and its local estimation, which is performed
by dividing the image into non-overlapping regions, can be unre-
liable. In multi-modal image datasets with considerable structural
changes between modalities, this can yield inaccurate estimation of
the joint histograms and compromise the performance of deformable
registration.

A recent paper, [6], proposes a modality independent neighbor-
hood descriptor (MIND) which exploits local structural similarities
between multimodal image pairs. Descriptors are calculated on a
defined spatial search region in each modality and sum of squared
differences (SSD) is used as a measure of distance between descrip-
tors. The final deformation is estimated using Gauss-Newton op-
timization. This method, however, relies on significant anatomical
similarity between images of the two modalities, which may not be
present if different types of information are captured by the different
modalities.

To overcome deficiencies in prior approaches, we propose a
framework for multi-modal non-rigid fusion. Our contributions
include:

• A principled probabilistic method for multi-modal data fu-
sion applicable to the general case of multi-channel inputs,
wherein the optimal global transformation between the the
two modalities is approximated by a set of local transforma-
tions. The parameters, implementing cross-modality match-
ing costs and smoothness constraints, are embedded within
a two-dimensional hidden Markov model (2D HMM) frame-
work.

• An efficient procedure for training the system parameters,
which approximates the performance of the full complexity
training process at a fraction of the run time.

2. PROPOSED APPROACH

Our aim is to find the deformation that best explains how an image
from one modality (the “source”) can be warped to correspond as
closely as possible to an image from the second modality (the “tar-
get”). The proposed approach estimates the global deformation with
a set of local deformations. Consistency of local translations and
optimal cross-modality matching are achieved through a 2D HMM
built on a first order Markov mesh random field (MMRF). Addition-
ally, we employ a coarse-to-fine pyramid scheme, starting at a lower
resolution and performing successive refinement at finer resolutions.

The central problems associated with HMMs - learning model
parameters, and inferring optimal state given observations and the



Fig. 1: Mapping a point (x, y) (with feature vector Sx,y) in the source image
to a point (x+ τx, y + τy) (with feature vector Tx+τx,y+τy ) in the target
image using a translation τ .

learned model - are solved using computationally efficient algo-
rithms [7] in the conventional 1D case. However, direct extension
of these to 2D is intractable in most practical applications due to
exponential increase in complexity. As a result, many approxima-
tions of the full 2D-HMM have been suggested ([8, 9, 10]). The
turbo hidden Markov model (T-HMM) introduced in [10] consists
of horizontal and vertical 1D HMMs that are decoded separately but
communicate by iteratively inducing priors on each other, in a man-
ner similar to the decoding of turbo codes. The T-HMM framework,
used in this work, offers efficient approximations for learning and
inference while outperforming related approaches.

2.1. Deformation Smoothness Model

At any given level of the multi-resolution pyramid, each pixel cor-
responds to a node of the HMM. Each state q of the HMM corre-
sponds to a unique translation τ (with components τx and τy and
the x- and y-directions respectively) relating the source and the tar-
get. Therefore, a state with translation τ maps a point (x, y) in the
source to (x+ τx, y + τy) in the target (see Fig. 1). Translations of
neighboring nodes are correlated as quantified by the transition prob-
abilities of the HMM. Assuming a stationary HMM, the transitions
probabilities of the T-HMM’s constituent horizontal and vertical 1D
HMMs are given by aH(τ, τ ′) = P (qx,y = τ ′|qx,y−1 = τ) and
aV (τ, τ ′) = P (qx,y = τ ′|qx−1,y = τ) respectively. We make
the simplifying (but removable) assumption that the horizontal and
vertical HMMs have identical parameters, as biological images typ-
ically do not exhibit horizontal or vertical directionality. Further,
we impose shift invariance so probability of transitioning from one
state to another depends only on the difference between translations.
Finally, we restrict to parametric transition probabilities to increase
robustness of the training procedure. On our experiments, we use a
Gaussian model with variance σ in both directions.

aH(τ, τ ′) = aV (τ, τ ′) = a(δτ) ∝ exp

{
−1

2

(
δτ2x + δτ2y

σ2

)}
(1)

where δτ = τ − τ ′, δτx = τx − τ ′x and δτy = τy − τ ′y .

2.2. Data Similarity Measure

The cost of matching a point in the source to one in the target is
captured by the HMM’s emission probabilities. The emission prob-
ability bτx,y represents the probability of matching the source feature
vector at (x, y), given by Sx,y , to the target feature vector at a trans-
lation (τx, τy), given by Tx′,y′ .

bτx,y = P (Tx′,y′ |Sx,y) (2)
In our discussion, we consider the general multi-channel, multi-class
case. The model of P (Tx′,y′ |Sx,y) can be specialized according to
application if required.

Objects of a given class may be represented very differently in
different modalities. Therefore, we assume that the relation between
source and target feature vectors at specific locations is not direct, but
rather, only through the underlying true object type at corresponding
locations. In other words, the source feature vector, the underlying
object type at the corresponding location in the source (ωSx,y), the
underlying object type at the location after translation in the target
(ωTx′,y′) and the target feature vector form a Markov chain.

Sx,y ←→ ωSx,y ←→ ωTx′,y′ ←→ Tx′,y′ (3)

Applying the law of total probability to (2) under the Markov as-
sumption (3),

bτx,y =

M∑
m=1

P (ωm|Sx,y)P (Tx′,y′ |ωm) (4)

where M is the total number of object classes, indexed by m. In our
experiments, we model P (Tx′,y′ |ωm) with a mixture of K Gaus-
sians, noting that linear combinations of Gaussians can approximate
arbitrarily shaped densities.

P (Tx′,y′ |ωm) =

K∑
k=1

wkmP (Tx′,y′ |ωkm) (5)

where mixture component weights must satisfy the constraint:
K∑
k=1

wkm = 1 ∀m ∈ {1, 2, . . .M} (6)

Each individual component density is a Gaussian having dimension-
ality D ( equal to that of the target feature space) and mean and co-
variance µkm and Σk

m respectively.

P (Tx′,y′ |ωkm) =

exp{− 1
2
(Tx′,y′ − µkm)

T
Σk
m
−1

(Tx′,y′ − µkm)}

(2π)
D
2 |Σk

m|
1
2

(7)

2.3. Parameter Estimation

2.3.1. Background: Baum-Welch Training

Parameters are estimated from source-target pairs of multi-modal
images. The parameter estimation problem is usually solved us-
ing the Baum-Welch algorithm [11]. As noted in [7], this re-
estimation procedure can be interpreted as an implementation of
the Expectation-Maximization (EM) algorithm [12] and is known
to monotonically increase likelihood. Re-estimation formulas for
HMM parameters are derived by maximizing Baum’s auxiliary
function, given by:

Q(λ′|λ) =
∑
Q

P (Q|S, T, λ) logP (S,Q|T, λ′) (8)

with respect to λ′, where λ denotes the current estimate of HMM
parameters, λ′ the model re-estimate and Q, a sequence of states
Q = {qx,y, x = 1, 2, . . . X, y = 1, 2, . . . Y }. S and T denote cor-
responding source and target images. During the E-step, the modi-
fied forward-backward iterations are used to estimate the occupancy
probabilities of the horizontal and vertical 1D HMMs,

γH,τx,y = P (qHx,y = τ |S, T, λ)

γV,τx,y = P (qVx,y = τ |S, T, λ)

and the overall occupancy probability

γτx,y =
γH,τx,y + γV,τx,y

2



as well as the ancillary training variables
ξHx,y(τ, τ + δτ) = P (qx,y+1 = τ + δτ, qx,y = τ |S, T, λ)

ξVx,y(τ, τ + δτ) = P (qx+1,y = τ + δτ, qx,y = τ |S, T, λ)

The per-component posterior probability at each node is also re-
estimated, as given by

φτ,kx,y,m =
P (ωm|Sx,y)wkmP (Tx′,y′ |ωkm)

M∑
m=1

P (ωm|Sx,y)
K∑
k=1

wkmP (Tx′,y′ |ωkm)

(9)

where x′ = x+ τx and y′ = y + τy .
During the M-step, Baum’s auxiliary function is maximized with
respect to each parameter to obtain the following re-estimation for-
mulas:

ŵkm =

∑
x,y,τ

γτx,yφ
τ,k
x,y,m∑

x,y,τ,k

γτx,yφ
τ,k
x,y,m

(10)

µ̂km =

∑
x,y,τ

γτx,yφ
τ,k
x,y,mTx′,y′∑

x,y,τ

γτx,yφ
τ,k
x,y,m

(11)

Σ̂k
m =

∑
x,y,τ

γτ,kx,yφ
τ,k
x,y,m(Tx′,y′ − µ̂km)(Tx′,y′ − µ̂km)

T

∑
x,y,τ

γτ,kx,yφ
τ,k
x,y,m

(12)

σ̂2 =

∑
x,y,τ,δτ

[ξHx,y(τ, τ
′) + ξVx,y(τ, τ

′)](δτ)2∑
x,y,τ,δτ

[ξHx,y(τ, τ ′) + ξVx,y(τ, τ ′)]
(13)

2.3.2. Proposed Training Approach

As noted in [13], Baum-Welch training is computationally expen-
sive. Viterbi training [14] is an approximation to Baum-Welch in
which each observation is assumed (with a weight of 1) to have
resulted from the overall most probable state sequence. In the re-
estimation formulae of Sec. 2.3.1 above, γτx,y at each point is re-
placed by an indicator function which takes a value of 1 for the most
probable state at that point and 0 for all other states. In addition,
ξHx,y(τ, τ

′) and ξVx,y(τ, τ ′) are calculated as products of such indica-
tor functions.

In Baum-Welch training, the assignment of observations to
states is soft, that is, at a given point (x, y), the probability of each
state being selected is given by γτx,y . In Viterbi training, the as-
signment is hard, where the winning state is selected with weight 1.
We propose a modification to Viterbi training in which the variables
ξHx,y(τ, τ

′) are calculated as follows:

ξHx,y(τ, τ
′) =


γτx,yγ

τ ′
x,y+1 τ = argmax

t
(γtx,y) ,

τ ′ = argmax
t

(γtx,y+1)

0 otherwise
(14)

ξVx,y(τ, τ
′) is calculated similarly. In addition, γτx,y is replaced by

ψτx,y in re-estimation equations.

ψτx,y =

{
γτx,y τ = argmax

t
(γtx,y)

0 otherwise
(15)

The proposed approach has the same reduced complexity as Viterbi
training, yet we do not entirely give up the information conveyed by
γτx,y - high probability winning states are weighted higher than low

Training Method Level
3 2 1

Baum-Welch 2.58 10.84 43.83
Proposed Method 1.36 5.55 23.10

Table 1: Average run times (in seconds) at different levels of resolution.

Fig. 2: An example pair of synthetic images used in our experiments.

probability winning states. In our experiments, the overall DSC (de-
fined in Sec. 3) was found to be 0.8039 if Baum-Welch training was
used, and 0.8037 if the proposed approach was used. Table 1 com-
pares the average run time of each update iteration at different levels
in the multi-resolution pyramid. As can be observed, the proposed
approach achieves significant reduction in run time with a negligible
loss in accuracy when compared to Baum-Welch training.

2.4. Inference

Inference is performed via the Viterbi decoding procedure with mod-
ified forward-backward iterations as described in [10].

3. EXPERIMENTS AND RESULTS

We present the performance of our proposed approach on a syn-
thetic dataset as well as on data obtained from the RC1 connec-
tome [15]. We compare our method with MIND [6] and α-MI [5].
To evaluate registration quality, we used manual segmentations of
both modalities along with manually annotated object-level (cell-
level) associations. We generated automated segmentations by trans-
forming the manual segmentations of the source image to the target
image domain using the transformation obtained from each method.
The resulting automated segmentation (Strans) was compared to the
manual target segmentation (T ) using the Dice similarity measure
(DSC) [16] as a measure of overlap.

DSC =
2|Strans ∩ T |
|Strans|+ |T |

(16)

where |•| denotes number of pixels. To check the statistical signif-
icance of improvement in results, we performed paired two-sided
Wilcoxon tests [17] on DSC values obtained using the proposed ap-
proach and DSC values from each competing method. A value of
p < 0.05 was considered to indicate statistical significance. Further,
we measured average run time (on a dual-core 3.2 GHz Intel Core
i3-550 processor) for each method.

3.1. Synthetic Data

As a proof of concept, we first performed experiments on synthet-
ically generated bimodal data. The dataset consists of 10 pairs of
256-by-256 pixel grayscale images generated as follows: (i) Create
a source cell distribution image by generating 100 randomly located
and shaped ellipses and randomly assigning each cell to one of three



(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)
Fig. 3: (Best in color) Visual results on a single cell (a)-(f) CMP channels (4-aminobutyrate (GABA), Glutamate, 1-amino-4-guanidobutane(AGB), Glycine,
Glutamine, Taurine respectively) of the a region in RC1 with ground truth boundary of cell of interest in red (g) ATEM image corresponding to the same region,
with ground truth cell overlaid in red (h) ATEM image with result of matching using α-MI (i) using MIND (j) using the proposed approach.

Method DSC p-value Run Time
α-MI [5] 0.5398± 0.0331 3.9× 10−3 1167 s
MIND [6] 0.5708± 0.0293 4.8× 10−2 219 s
Proposed 0.6016± 0.0202 — 758 s

Table 2: Comparison of results on synthetic data.

classes. (ii) Fill the cells by drawing the intensity of each pixel in-
dependently from a normal distribution whose parameters are class-
dependent, and add noise. This is the source image. (iii) Generate a
random deformation field using an MRF. (iv) Use this to deform the
source cell distribution image and obtain a target cell distribution im-
age. (v) Draw the intensity of each cell pixel from a class-dependent
normal distribution specific to the second modality, which is differ-
ent from the distribution in first modality. Add noise. This forms the
target image.

We used three resolution levels for all compared approaches. For
the α-MI-based approach, we used trial-and-error to find the optimal
value of parameters, which were found to be α = 0.999 and k = 5
respectively. For the proposed approach, posterior probabilities at
the source are learned via Expectation Maximization [12] for Gaus-
sian Mixture Models (EM-GMM). The feature vector for the target
image is the pixel intensity. We set M = 4 and K = 1. Wilcoxon
tests were performed over the 10 synthetic image pairs. Average run
time for each 256×256 image is also reported. The performance of
the proposed approach in comparison to related methods is shown in
Table 2. We see that the proposed approach outperforms competing
approaches.

3.2. Connectome Data

We tested the proposed approach on biological data from the open
access connectome RC1 [18, 15]. RC1 data was collected from a
0.25 mm diameter section of the Inner Plexiform Layer (IPL) of rab-
bit retina, and consists of 370 slices with a total of 1132 cells of 6
major types. We focus our attention on the top 7 slices, which consist
of two modalities. Computational molecular phenotyping (CMP), a
form of light microscopy which gives functional information, is used
to image the first 6 slices of the volume. Each slice is probed for a
unique amino acid and the resulting 6-channel data provides ”protein
signatures” which help in cell classification, but do not provide struc-
tural information. The seventh slice is imaged using an automated
electron transmission microsocope (ATEM) and is a complementary

Method DSC p-value Run Time
α-MI [5] 0.7536± 0.1427 1.9× 10−4 4644 s
MIND [6] 0.7459± 0.1303 5.7× 10−4 998 s
Proposed 0.8037± 0.1226 — 2996 s

Table 3: Comparison of results on connectome data.

source of information which clearly shows the structure of cells, but
does not give any functional information. (See Fig. 3.)

In our experiments, we set CMP as the source and ATEM as
the target. We used three resolution levels for all approaches. The
optimal value of parameters for the α-MI cased approach were found
to be α = 0.99 and k = 7 respectively. For the proposed approach,
posterior probabilities at the source are learned using EM-GMM on
the protein signatures in CMP. The feature vector for the target image
is the average pixel intensity in a 5×5 neighborhood. We found
the optimal values of hyper-parameters to be M = 7 and K = 2.
The performance of the proposed approach in comparison to related
methods is shown in Table 3. We divided the data into 64 non-
overlapping regions to perform the Wilcoxon tests. We observe that
the proposed approach shows statistically significant improvement
over both other methods. The average run-time for these 64 regions
(each of size 512×512 pixels) is also reported.

The proposed approach shows the most improvement over com-
peting methods when there is a large deformation between modali-
ties. One explanation for this is that we account for large deforma-
tions right in the training phase. An example of such a case is shown
in Fig. 3. We notice that α-MI and MIND do not capture the cell
boundary well (with a DSC of 0.6683 and 0.6070 respectively for
this example) whereas the proposed approach performs considerably
better, both qualitatively and quantitatively (DSC = 0.8736).

4. CONCLUSION

We have presented a novel general purpose multi-modal multi-
channel image fusion method, with the deformation system em-
bedded in the probabilistic framework of a 2D HMM and solved
using the T-HMM approximation. Further, we propose an efficient
approximation to maximum likelihood parameter estimation. We
provide test results on both synthetic data and the special case of
biological data, which show significant gains over state-of-the-art
multi-modal multi-channel deformable registration techniques.
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and Sébastien Ourselin, “Fast free-form deformation using
graphics processing units,” Computer methods and programs
in biomedicine, vol. 98, no. 3, pp. 278–284, 2010.

[5] Marius Staring, Uulke A van der Heide, Stefan Klein, Max A
Viergever, and J Pluim, “Registration of cervical mri using
multifeature mutual information,” Medical Imaging, IEEE
Transactions on, vol. 28, no. 9, pp. 1412–1421, 2009.

[6] Mattias P Heinrich, Mark Jenkinson, Manav Bhushan,
Tahreema Matin, Fergus V Gleeson, Sir Michael Brady, and
Julia A Schnabel, “Mind: Modality independent neigh-
bourhood descriptor for multi-modal deformable registration,”
Medical Image Analysis, vol. 16, no. 7, pp. 1423–1435, 2012.

[7] Lawrence R Rabiner, “A tutorial on hidden markov models
and selected applications in speech recognition,” Proceedings
of the IEEE, vol. 77, no. 2, pp. 257–286, 1989.

[8] Jia Li, Amir Najmi, and Robert M Gray, “Image classification
by a two-dimensional hidden markov model,” Signal Process-
ing, IEEE Transactions on, vol. 48, no. 2, pp. 517–533, 2000.

[9] Shyh-Shiaw Kuo and Oscar E. Agazzi, “Keyword spotting
in poorly printed documents using pseudo 2-d hidden markov
models,” Pattern Analysis and Machine Intelligence, IEEE
Transactions on, vol. 16, no. 8, pp. 842–848, 1994.

[10] Florent Perronnin, J-L Dugelay, and Ken Rose, “Iterative de-
coding of two-dimensional hidden markov models,” in Acous-
tics, Speech, and Signal Processing, 2003. Proceedings. 2003
IEEE International Conference on. IEEE, 2003, vol. 3, pp. III–
329.

[11] Leonard E Baum, Ted Petrie, George Soules, and Norman
Weiss, “A maximization technique occurring in the statisti-
cal analysis of probabilistic functions of markov chains,” The
annals of mathematical statistics, vol. 41, no. 1, pp. 164–171,
1970.

[12] Arthur P Dempster, Nan M Laird, and Donald B Rubin, “Max-
imum likelihood from incomplete data via the em algorithm,”
Journal of the Royal Statistical Society. Series B (Methodolog-
ical), pp. 1–38, 1977.

[13] Jia Li, Robert M Gray, and Richard A Olshen, “Multiresolu-
tion image classification by hierarchical modeling with two-
dimensional hidden markov models,” Information Theory,
IEEE Transactions on, vol. 46, no. 5, pp. 1826–1841, 2000.

[14] Stephen J Young, J Jansen, Julian J Odell, David Ollason, and
Philip C Woodland, “The htk hidden markov model toolkit
book,” Entropic Cambridge Research Laboratory, 1995.

[15] James R Anderson, Shoeb Mohammed, Bradley Grimm,
Bryan W Jones, Pavel Koshevoy, Tolga Tasdizen, Ross
Whitaker, and Robert E Marc, “The viking viewer for con-
nectomics: scalable multi-user annotation and summarization
of large volume data sets,” Journal of microscopy, vol. 241,
no. 1, pp. 13–28, 2011.

[16] Lee R Dice, “Measures of the amount of ecologic association
between species,” Ecology, vol. 26, no. 3, pp. 297–302, 1945.

[17] Frank Wilcoxon, “Individual comparisons by ranking meth-
ods,” Biometrics, vol. 1, no. 6, pp. 80–83, 1945.

[18] James R Anderson, Bryan W Jones, Carl B Watt, Marguerite V
Shaw, Jia-Hui Yang, David DeMill, J Scott Lauritzen, Yan-
hua Lin, Kevin D Rapp, David Mastronarde, Pavel Koshevoy,
Bradley Grimm, Tolga Tasdizen, Ross Whitaker, and Robert E
Marc, “Exploring the retinal connectome,” Molecular vision,
vol. 17, pp. 355, 2011.


