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Fig. 3. A summary of the proposed attack.

VII. CONCLUSION

We have proposed a new attack on the A5/1 stream cipher, based
on an identified correlation. In contrast to previous attacks, this is not
a time–memory tradeoff attack, but uses completely different proper-
ties of the cipher. It explores the weak key initialization which allows
to separate the session key from the frame number in binary linear
expressions.

The complexity of the attack is only linear in the length of the shift
registers and depends instead on the number of irregular clockings be-
fore the keystream is produced. The implemented attack needs the 40
first bits from about216 (possible nonconsecutive) frames, which cor-
responds to about 5 min of GSM conversation. Our implementation of
the attack shows that we have a high success rate; more than 70%. This
can be improved by using larger list size and/or larger interval size. The
complexity of the attack using the parameters presented here is quite
low and the attack can be carried out on a modern PC in less than 5 min
using very little precomputation time and memory.

The improvements compared to previous work are the following.
All previous attacks have a complexity exponential in the shift-register
length. The complexity of the attack presented in this correspondence
is roughly linear in the shift-register lengths.

Previous attacks also need either much precomputation and/or
memory or they have a high time complexity. The proposed attack is

simple to implement, has been implemented, and completes its task
in less than 5 min.

Finally, the presented attack also enlightens new interesting design
weaknesses in A5/1 that should be considered when constructing new
stream ciphers.
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Abstract—The characterization of the set of achievable rate and distor-
tion values for scalable source coding is extended to additionally account
for error exponents, namely, the negative normalized asymptotic log like-
lihood of error events at different layers. The “error” at each layer is de-
fined as the event that the source block is not reproduced within the pre-
specified fidelity at the corresponding decoder. We consider separate error
events at each layer so as to allow a tradeoff analysis for the error expo-
nents when the rate and distortion values are fixed. For two-step coding of
discrete memoryless sources, we derive a single-letter characterization of
the region of all achievable6-tuples ( ), i.e.,
the rate, error exponent, and distortion levels at each layer. We also ana-
lyze the special case of successive refinability, where( ) and
( ) individually achieve the nonscalable bounds. A surprising
outcome of the analysis is that for any , , and , there exists a fi-
nite threshold ^ such that successive refinability is ensured for all

^ .
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I. INTRODUCTION

Successive refinement of information, or scalable source coding, has
received increasing attention in recent years, mainly due to the growing
prevalence of heterogeneous communication networks such as the In-
ternet. This setting involves the embedding of descriptions, ranging
from coarse to fine, into a single bit stream so that the signal can be re-
produced at higher quality as a larger portion of the bit stream is being
accessed.

The early results on rate-distortion theoretic analysis of scalable
coding is due to Koshelev [7], [8], and later to Equitz and Cover [4].
Most early work was mainly concerned with successive refinability
of the source, i.e., the conditions under which it is possible to
perform scalable coding without compromising the rate-distortion
performance. The set of all achievable rates and distortions in scalable
coding has been derived independently by Koshelev [7] and Rimoldi
[10]. Work by Kanlis and Narayan [6] and Haroutunian and Haru-
tyunyan [5] offered extensions to account for rate, distortion, and
error exponent(or reliability as referred to in [5]). However, an exact
characterization of the entire region of achievable rates, distortions,
and error exponents has not been fully derived so far and is the subject
of this correspondence.

The rate-distortion functionRP (D) for the memoryless sourceP
indicates the minimum rate required to (asymptotically) achieve anav-
eragedistortionD. A more demanding rate-distortion problem arises
from statistical consideration of theerror event, i.e., the event that a
source vector is compressed at distortion exceedingD. While the rate
RP (D) is sufficient to ensure that the error probability vanishes as the
block lengthn tends to infinity, a major concern is with its asymptotic
rate of decay. The asymptotic decay is typically quantified by the error
exponentE = �

1

n
log Pr[error]. Thus, the rate-distortion problem

may be generalized to ask one of the two questions: i) What is the min-
imum rate required to achieve an error exponent at or above a given
level? ii) What is the maximum error exponent achievable at or below
a given coding rate? The standard rate-distortion problem corresponds
to the special case of i) with required error exponentE �! 0.

The maximum error exponent for nonscalable source coding was
first characterized by Marton [9]. Given a discrete memoryless source
(DMS) with distributionP , and given distortion and rate levelsD and
R, respectively, the best error exponent, denoted byEP (D; R), is
characterized in terms of the information divergenceD(QkP ) and the
rate-distortion functionsRQ(D), for all sourcesQ. Considering the
best error exponent as function of rate, Marton also discussed the ex-
istence of (possibly infinite but countable number of) discontinuities.
Sufficient conditions for continuity of the maximum error exponent for
all rates were derived in [9] and [1].

In this correspondence, we derive a single-letter characterization of
EP (D1; D2; R1; R2; E1), the best error exponent achievable in the
second layer given the distortion and rate constraints for both layers,
and the error exponent constraint for the first layer. We also provide
an equivalent characterization in terms of the minimum second layer
rate as a function of the other parameters,RP (D1; D2; E1; E2; R1),
which is an extension of the rate-reliability-distortion function
RP (D1; E1) of [5]. Kanlis and Narayan [6] previously considered an
extension of the nonscalable error exponent result of Marton, however,
they mainly analyzed the case where the error exponent at the first
layer coincides withEP (D1; R1), precluding a possible tradeoff
analysis between the error exponents at separate layers. Haroutunian
and Harutyunyan [5] analyzed the special “successive refinability”
case, i.e., the conditions under which

RP (D1; D2; E1; E2; RP (D1; E1)) = RP (D2; E2)

is satisfied. We further use our characterization of the function
RP (D1; D2; E1; E2; R1) to analyze the above equality, and prove

a necessary and sufficient condition for successive refinability, which
is fundamentally different from the condition provided in [5]. In
particular, it implies that for everyD1, D2, andE1, there exists an
Ê2 � E1 such that successive refinability is ensured for allE2 � Ê2.

We begin with some preliminaries in the following section. In Sec-
tion III, we employ the type covering lemmas [3], [6], to construct a
coding strategy and in Section IV we prove, by extending the approach
of [9], that no better coding strategy exists. Finally, in Section V, we
analyze the special case of successive refinability.

II. PRELIMINARIES

Let fXtg
1
t=1 be a sequence of independent and identically dis-

tributed (i.i.d.) random variables taking values from the finite source
alphabetX , with probability mass function (pmf)P . We assume,
without loss of generality, thatP (x) > 0 for all x 2 X . Let Y1 and
Y2 denote the first- and the second-layer finite reproduction alphabets,
respectively. We assume, for both layersi = 1; 2, single-letter
distortion measuresdi: X � Yi �! [0; 1), i.e., di extends ton
dimensions as

di(x
n
; y

n) =
1

n

n

t=1

di(xt; yt):

In nonscalable source coding, a pair(R1; D1) is achievableif for
every� > 0, � > 0, there exist a sequence of block-encoding functions
f
(n)
1 : Xn �! M

(n)
1 and a sequence of block-decoding functions

g
(n)
1 : M

(n)
1 �! Yn1 , such that

1

n
log M

(n)
1 � R1 + �

and

Pr d1 X
n
; g

(n)
1 f

(n)
1 (Xn) � D1 � 1� �

for large enoughn. The well-known rate-distortion functionRP (D1),
given by

RP (D1) = min
W2W (D )

IPW (X; Y1); (1)

where

WP (D1) = fW (y1jx): EPW fd1(X; Y1)g � D1g

characterizes the minimum achievable rate for distortionD1. Here,E
and I, respectively, denote expectation and mutual information, and
PW (x; y1) = P (x)W (y1jx) is the joint pmf for random variablesX
andY1.

In scalable source coding, achievability of a quadruple
(R1; R2; D1; D2) is considered. Adopting a slightly modified
version of Rimoldi’s definition [10], we say that quadruple
(R1; R2; D1; D2) with R2 � R1 is successively achievableif for
every�>0, � >0, there exist a sequence of block-encoding functions
f
(n)
i :Xn �!M

(n)
i for i = 1; 2, and a sequence of block-decoding

functionsg(n)1 :M
(n)
1 �!Yn1 andg(n)2 :M

(n)
1 �M

(n)
2 �!Yn2 , such

that

1

n
log M

(n)
1 �R1 + �

1

n
log M

(n)
2 �R2 �R1 + �

and

Pr d1 X
n
; g

(n)
1 f

(n)
1 (Xn) � D1;

d2 X
n
; g

(n)
2 f

(n)
1 (Xn); f

(n)
2 (Xn) � D2 � 1� �
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for large enoughn.1 A single-letter characterization of the set of
achievable quadruples has been provided independently by Koshelev
[7] and Rimoldi [10]. Kanlis and Narayan [6] stated as a corollary to
Rimoldi’s theorem that(R1; R2; D1; D2) is achievable if and only
if R1 � RP (D1) andR2 � RP (D1; D2; R1), where2

RP (D1; D2; R1)

= max R1; min
W2W (D ;D ;R )

IPW (X; Y1; Y2) (2)

with

WP (D1; D2; R1) = fW (y1; y2jx):

EPW fd1(X; Y1)g � D1;

EPW fd2(X; Y2)g � D2;

IPW (X; Y1) � R1g:

It obviously follows from (2) thatRP (D1; D2; R1) is nonin-
creasing in the distortion arguments. Moreover, sinceIPW (X; Y1),
IPW (X; Y1; Y2), EPW fd1(X; Y1)g, and EPW fd2(X; Y2)g,
are all convex functions ofW (y1; y2jx), it also follows that
RP (D1; D2; R1) is a convex (and hence continuous) function in all
its arguments. (The standard proof in, e.g., [2, Lemma 13.4.1], can
easily be extended forRP (D1; D2; R1).) We will need this important
fact in the proof of Lemma 3 in Section IV.

More demanding rate-distortion problems arise from the consider-
ation of the asymptotic behavior of the probability of the error event.
The asymptotic decay of the probability of the error event is typically
quantified by theerror exponentE = � 1

n
log Pr[error]. This quan-

tity is also referred to as thereliability, and we shall use these terms
interchangeably.

Definition 1: (R1; E1; D1) with E1 > 0 is anachievablerate–re-
liability–distortion triple if for any given� > 0 and� > 0 there exist
a sequence of block-encoding functionsf (n)

1 : Xn �! M
(n)
1 and a

sequence of block-decoding functionsg(n)1 :M
(n)
1 �! Yn1 , such that

1

n
log M

(n)
1 � R1 + �

and

�
1

n
log Pr d1 X

n
; g

(n)
1 f

(n)
1 (Xn) > D1 � E1 � �

for large enoughn.

The maximum error exponent for given rate and distortion values
were characterized by Marton [9] (cf. also Csiszár and Körner [3]).

Theorem 1—Marton [9]: (R1; E1; D1) is achievable if and only if
0 < E1 � EP (D1; R1), where

EP (D1; R1) = inf
Q:R (D )>R

D(QkP ) (3)

and whereD(QkP ) is the Kullback–Leibler (information) divergence
betweenQ andP .

Remarks:
1) An obvious necessary condition for the achievability of

(R1; E1;D1) is R1 �RP (D1), because otherwiseEP (D1; R1) = 0

1Rimoldi’s original definition does not enforce , and requires
log + , instead of log
+ .

2The reason for adding the external maximization to the original version of
[6] is that must be satisfied. Observe that if ( ),
the minimum in (2) is ( ), which makes greater than the achieved
minimum. On the other hand, if ( ), then the minimum in (2) is
always greater than or equal to ( ).

Fig. 1. If ( ) is achievable, i.e., ( ),
then the Kullback–Leibler ball : ( ) and the set

: ( ) are disjoint.

as is immediately seen by settingQ = P in (3). More generally, the
achievability of(R1; E1;D1) implies that

D(QkP ) � E1 =) R1 � RQ(D1); 8Q: (4)

An illustration of (4) is provided in Fig. 1.
2) An equivalent characterization of achievable(R1; E1; D1) is

via the rate–reliability–distortion functionRP (D1; E1), which is de-
fined in [5] as the minimumR1 such that(R1; E1; D1) is achievable

RP (D1; E1) = sup
Q:D(QkP )�E

RQ(D1): (5)

3) As the error exponent becomes arbitrarily small, i.e., asE1 ! 0,
the minimum achievableR1 tends toRP (D1) from above. Another
extreme case is whenE1 ! 1. By inspection of (3), or equivalently
(5), it follows thatR1 � R0(D1) must be satisfied to ensure that
(R1; 1; D1) is achievable, where

R
0(D1) = max

Q
RQ(D1) (6)

is the “zero-error”’ rate-distortion function [3, Theorem 2.4.2].
4) It should be noted that the coding strategy that achieves

(R1; EP (D1; R1); D1) is universal in that the same construction
achievesEP (D1; R1), with the given rate budgetR1 and the dis-
tortion constraintD1, for all sourcesP . Thus, the coding method
does not make use of prior knowledge aboutP . (See [9] and [3,
Theorem 2.4.5].)

The generalization of the rate–reliability–distortion analysis to
scalable coding was first addressed by Kanlis and Narayan [6]. They
mainly analyzed the case where the error exponent at the first layer
coincides withEP (D1; R1), precluding a possible tradeoff analysis
between the error exponents at separate layers. Haroutunianet al.
[5], on the other hand, only considered the conditions for successive
refinability, i.e., whether or not a scalable coder can achieve Marton’s
error exponent functionEP (Di; Ri) at both layersi = 1; 2. In
this work, we characterize the entire set of successively achievable
6-tuples(R1; R2; E1; E2; D1; D2).

Definition 2: (R1; R2; E1; E2; D1; D2) with E1; E2 > 0 and
R2 � R1 is a successively achievablerate–reliability–distortion
6-tuple if for any given� > 0 and� > 0, there exist a sequence of
block-encoding functionsf (n)

i : Xn �! M
(n)
i for i = 1; 2, and
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a sequence of block-decoding functionsg(n)1 : M
(n)
1 �! Yn1 and

g
(n)
2 : M

(n)
1 �M

(n)
2 �! Yn2 , such that

1

n
log M

(n)
1 �R1 + �

1

n
log M

(n)
2 �R2 �R1 + �

and

�
1

n
log Pr d1 X

n

; g
(n)
1 f

(n)
1 (Xn) > D1 � E1 � �

�
1

n
log Pr d2 X

n

; g
(n)
2 f

(n)
1 (Xn); f

(n)
2 (Xn) > D2

� E2 � �

for large enoughn.

Remark: The special caseE1; E2 ! 0 corresponds to
Rimoldi’s successive refinement characterization [10], i.e.,
(R1; R2; E1; E2;D1; D2) with E1; E2 ! 0 is successively
achievable if and only ifR1�RP (D1) andR2�RP (D1;D2; R1).

As in the case of nonscalable coding, functions that characterize the
set of all successively achievable(R1; R2; E1; E2; D1; D2) can be
defined in two equivalent ways:

Definition 3: Given E1; E2 > 0, and rate R1 �
RP (D1; E1), the scalable rate–reliability–distortion function
RP (D1;D2; E1; E2; R1) is defined as the minimumR2 such that the
6-tuple(R1; R2; E1; E2; D1; D2) is successively achievable.

Definition 4: Similarly, the scalable error exponent func-
tion EP (D1; D2; R1; R2; E1), defined under the condi-
tion R1 � RP (D1; E1), is the maximum E2 such that
(R1; R2; E1; E2; D1; D2) is successively achievable.

We make heavy use of the method of types in the next section where
we construct codes that achieveEP (D1; D2; R1; R2; E1). The few
properties of types that we provide in the remainder of this section
are sufficient to follow the sequel. The reader is referred to [3] for an
extensive discussion.

The type of a vectorxn 2 Xn is the empirical distribution given by

P (a) =
1

n
N(ajxn)

whereN(ajxn) denotes the number of occurrences ofa in xn. We de-
note byTnQ the type classQ, i.e., the set of all source vectorsxn having
typeQ. A most fundamental property of types is the type counting
lemma which states that the number of distinct types for sequences
of lengthn grows at most polynomially withn [3, Lemma 1.2.2].
Two other properties are crucial for error exponent analysis in source
coding:

Type Class Probabilities [3, Lemma 1.2.6]:The probability that
Xn 2 TnQ whenXn is generated i.i.d. with pmfP , decays exponen-
tially asn increases, with the exponentD(QkP ). More precisely

(n+ 1)�jXj expf�nD(QkP )g �P
n(TnQ)

� expf�nD(QkP )g: (7)

Type Covering Lemma [3, Lemma 2.4.1]:For any distortion mea-
sured1 onX �Y1, typeQ onX , and numbersD1 � 0, �1 > 0, there
exists a setB1 2 Y

n
1 satisfying

1

n
log jB1j � RQ(D1) + �1;

and

8xn 2 T
n
Q; 9 yn1 2 B1 s.t.d1(x

n
; y

n
1 ) � D1:

Finally, we will also need the scalable extension of the type covering
lemma3 proved in [6].

Lemma 1—Kanlis and Narayan [6]:For distortion measuresd1 on
X � Y1 andd2 onX � Y2, typeQ onX , and numbersD1; D2 � 0,
R1 � RQ(D1), �1; �2 > 0, there exist setsB1 2 Y

n
1 andB2(y

n
1 ) 2

Yn2 for yn1 2 B1 satisfying

1

n
log jB1j �R1 + �1

1

n
log jB2(y

n
1 )j �RQ(D1; D2; R1)�R1 + �2; 8 yn1 2 B1

and

8xn 2 T
n
Q; 9 fyn1 2 B1; y

n
2 2 B2(y

n
1 )g s.t.

d1(x
n
; y

n
1 ) � D1

d2(x
n
; y

n
2 ) � D2:

III. SUFFICIENT CONDITIONS FORSUCCESSIVEACHIEVABILITY

In this section, we derive sufficient conditions for successive
achievability by constructing an actual scalable source coder that
satisfies the given constraints(D1; D2; E1; E2; R1). The coder’s
second layer rateR2 is obviously an upper bound for the scalable
rate–reliability–distortion functionRP (D1; D2; E1; E2; R1).

The coding strategy consists of separate construction of encoding
and decoding functions for each type. Thus, initially, the type of the
source vector is losslessly transmitted to ensure that the decoders utilize
the correct lookup tables for reconstruction. Since, according to the
type counting lemma, there are at most polynomially many distinct
types, lossless transmission of the source type has an asymptotically
negligible impact on the overall coding rate.

To prove the existence of encoding and decoding functions that op-
erate at given(D1; D2; R1), we employ the nonscalable and scalable
type covering lemmas. According to (7), for each type classTnQ, we can
afford the possibility of having an error event at the first and the second
layers ifD(QkP ) > E1 andD(QkP ) > E2, respectively. We utilize
this fact when we decide on which type covering lemma to employ at
each type.

We separately analyze the two possible casesE1 < E2 andE1 �
E2. Recall that (4) is by definition a necessary condition for achiev-
ability of (R1; R2; E1; E2; D1; D2).

Case I:E1 < E2. We adopt the following source-coding strategy
for each type classTnQ.

• If D(QkP ) � E1: SinceD(QkP ) � E2 is also implied, we
employ the scalable type covering lemma to prevent the error
event at both layers. Note that from (4),R1 � RQ(D1) fol-
lows. Thus, for any�1; �2 > 0 and large enoughn, we gen-
erate2n[R +� ] balls of radiusD1, and for eachD1-ball, generate
2n[R (D ;D ;R )�R +� ] balls of radiusD2, such that for every
xn 2 TnQ, there exists a pair ofD1- andD2-balls containingxn.
The encoder sends the correspondingD1-ball index in the first
layer, and theD2-ball index in the second layer, so that the ball
centersyn1 andyn2 can be recovered at the corresponding decoder
layers without error.

• If E1 < D(QkP ) � E2: We need to prevent only the
second-layer error event. Although we are in pursuit of con-
structing a scalable source coder, we utilize the nonscalable
type covering lemma for generating2n[R (D )+� ] balls of
radiusD2, such that for everyxn 2 TnQ, there exists aD2-ball

3This is, in fact, a weaker statement than (and implied by) the result of Kanlis
and Narayan.
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containingxn. The encoder sends in the first layer the first
R1 bits out of the totalRQ(D2) necessary for transmitting the
correspondingD2-ball index, and sends the remaining bits (if
any) in the second layer. The first-layer decoder reproduces an
arbitraryyn1 , and the second-layer decoder reproduces the center
of theD2-ball.

• If E2 < D(QkP ): The encoder does not send any bits. The
decoders reproduce arbitraryyn1 andyn2 .

When the above strategy is applied, the achieved asymptotic rate at the
second layer is

R2 = max sup
Q:D(QkP )�E

RQ(D1; D2; R1);

sup
Q:E <D(QkP)�E

RQ(D2) :

To simplify the preceding expression, we first observe that

sup
Q:D(QkP )�E

RQ(D1; D2; R1) � sup
Q:D(QkP )�E

RQ(D2) (8)

which follows from the fact thatRQ(D1; D2; R1) � RQ(D2) for all
Q (see (2)). Therefore,

R2 = max sup
Q:D(QkP )�E

RQ(D1; D2; R1);

sup
Q:D(QkP )�E

RQ(D2); sup
Q:E <D(QkP)�E

RQ(D2)

= max sup
Q:D(QkP )�E

RQ(D1; D2; R1);

sup
Q:D(QkP )�E

RQ(D2)

= max sup
Q:D(QkP )�E

RQ(D1; D2; R1); RP (D2; E2) (9)

where the last equality follows from (5). Moreover, the exponent of the
error eventEi which is achieved by this strategy at layeri is at leastEi,
as can be shown by exploiting the type counting lemma and (7):

Pr[Ei] �
Q:D(QkP )>E

expf�nD(QkP )g

�
Q:D(QkP )>E

expf�nEig

� expf�n[Ei � �i]g

where�i �! 0 asn �! 1.
Case II: E1 � E2. We adopt the following source-coding strategy

for each type classTnQ.

• If D(QkP ) � E2: We perform the same two-layer type covering
as in Case I. (Note from (4) thatR1 � RQ(D1).) The encoder
sends the correspondingD1-ball index in the first layer, and the
D2-ball index in the second layer, so that the ball centers can be
recovered at the corresponding decoder layers without error.

• If E2 < D(QkP ) � E1: We need to prevent only the first-layer
error event. We employ the nonscalable type covering lemma for
generating2n[R +� ] balls of radiusD1, such that for everyxn 2
TnQ, there exists aD1-ball containingxn. (Once again, note from
(4) thatR1 � RQ(D1).) The encoder sends in the first layer the
correspondingD1-ball index and does not send anything in the

Fig. 2. Indicated in bold is a typical curve of ( )
as a function of , given fixed , , , and , where

( ).

second layer. The first-layer decoder reproduces the center of the
D1-ball without error, and the second-layer decoder reproduces
an arbitraryyn2 .

• If E1 < D(QkP ): The encoder does not send any bits. The
decoders reproduce arbitraryyn1 andyn2 .

With the same logic as before, it is also clear that the achieved error
exponent at layeri is at leastEi, for i = 1; 2. The achieved asymptotic
rate at the second layer in this case is given by

R2 = sup
Q:D(QkP )�E

RQ(D1; D2; R1) (10)

since we only expend bits at the second layer for the typesQ satis-
fyingD(QkP ) � E2, and the required rate for those types is given by
RQ(D1; D2; R1).

Remarks:
1) Observe from (9) and (10) that the achieved second-layer rateR2

in both cases is bounded below byRP (D2; E2), as expected.
2) It should be noted that the above scalable source coder construc-

tion is source dependent (it relies on the knowledge of the source pmf
P ) in distinction with theuniversalconstructions employed in [9], [6].

Combining (9) and (10), we observe that if

R2�R
�
P (D1;D2; E1; E2; R1)

�
= max sup

Q:D(QkP )�min(E ;E )

RQ(D1;D2; R1); RP (D2; E2)

(11)

then(R1; R2; E1; E2; D1; D2) is achievable. For the caseE1 < E2,
R�P (D1; D2; E1; E2; R1) immediately reduces to (9). ForE1 � E2,
we use (8) withE2 playing the role ofE1, i.e.,

sup
Q:D(QkP )�E

RQ(D1; D2; R1) � sup
Q:D(QkP )�E

RQ(D2) (12)

to conclude thatR�P (D1; D2; E1; E2; R1) is indeed equivalent to
(10). A fairly general curve ofR�P (D1; D2; E1; E2; R1), as a func-
tion ofE2 only, is plotted in Fig. 2.R�P (D1; D2; E1; E2; R1) is in-
dicated as the bold curve which traces the curve of (10) forE2 � E1.
Note that by (12),R�P (D1; D2; E1; E2; R1) is above the curve of
RP (D2; E2) in this range ofE2 values. On the other hand, asE2 in-
creases beyondE1, according to (9),R�P (D1; D2; E1; E2; R1) stays
at the constant value

sup
Q:D(QkP )�E

RQ(D1; D2; R1)

until it meets the curve ofRP (D2; E2), which it traces afterwards.
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For the purpose of the proof (in the next section) that
R�P (D1; D2; E1; E2; R1) actually specifies the entire achievable
region, it will be more convenient to work with infimum ofD(QkP )
over certain sets. More specifically, we seek a dual characterization of
the same set of achievable(R1; R2; E1; E2; D1; D2), in analogy to
the nonscalable case whereRP (D1; E1) andEP (D1; R1) constitute
the dual characterization. The corresponding sufficient condition for
achievability is given by

E2 �E
�
P (D1; D2; R1; R2; E1)

�
= min inf

Q:D(QkP )�E ;

R (D ;D ;R )>R

D(QkP ); EP (D2; R2) (13)

with the standard convention that infimum over an empty set yields
infinity. The best way to justify the duality between

E
�
P (D1; D2; R1; R2; E1) and R

�
P (D1; D2; E1; E2; R1)

is perhaps through Fig. 2. Note that the equality

inf
Q:D(QkP )�E ;

R (D ;D ;R )>R

D(QkP ) = inf
Q:R (D ;D ;R )>R

D(QkP )

(14)
holds whenever the right-hand side is lower than or equal toE1.
Otherwise, the left-hand side yields infinity. Another observation is
that when (14) holds, the resultant infimum is lower than or equal to
EP (D2; R2). Therefore, the first infimum in (13) fits the first part of
the bold curve in Fig. 2 where we potentially have

R
�
P (D1; D2; E1; E2; R1) > RP (D2; E2):

Obviously, the second component in the minimization of (13),
EP (D2; R2), corresponds to the second part of the curve in Fig. 2,
i.e., where

R
�
P (D1; D2; E1; E2; R1) = RP (D2; E2):

Characterization of achievable 6-tuples through
E�P (D1; D2; R1; R2; E1) has the additional advantage that we
can now compare the result with the second-layer error exponent
obtained in [6], where the first layer is assumed to achieve the
optimal exponentE1 = EP (D1; R1). In [6], the formula for the
best second-layer exponent was given as the right-hand side of (14).
E�P (D1; D2; R1; R2; E1), on the other hand, promises a potentially
larger (and in fact optimal) second-layer exponent if the second-layer
rateR2 is large enough. It is noteworthy that in order to achieve the
optimal result here we had recourse to a source-dependent strategy.

IV. NECESSARYCONDITIONS FORSUCCESSIVEACHIEVABILITY

We derive necessary conditions for successive achievability of
(R1; R2; E1; E2; D1; D2) by extending the approach of Marton [9].
For anyn-block coding strategy, characterized by encoding and de-
coding functionsf1, f2, g1, andg2, we introduce the notation

U1(f1; g1) = fx
n: d1(x

n
; g1(f1(x

n))) > D1g (15)

for the set of points inXn that are not reproduced within distortion
D1 at the first layer. Similarly, the set of points that are not reproduced
within distortionD2 at the second layer is denoted by

U2(f1; f2; g2) = fx
n: d2(x

n
; g2(f1(x

n); f2(x
n))) > D2g : (16)

Here, we dropped the superscript(n) fromfi andgi for the sake of no-
tational simplicity. We proceed to state the main theorem of this section.

Theorem 2: Given a discrete memoryless sourceP with P (x)> 0
for all x 2 X , let R1 � RP (D1; E1). An n-block coding strategy,

characterized by encoding functionsfi:Xn�!M
(n)
i for i=1; 2, and

decoding functionsg1:M
(n)
1 �!Yn1 andg2:M

(n)
1 �M

(n)
2 �!Yn2 ,

satisfies

1

n
log M

(n)
1 �R1 + �

1

n
log M

(n)
2 �R2 �R1 + �

�
1

n
logPn (U1(f1; g1)) �E1 � � (17)

for any� > 0 and� > 0, and for large enoughn, only if

lim sup
n!1

�
1

n
logPn (U2(f1; f2; g2)) � E

�
P (D1; D2; R1; R2; E1):

(18)

It follows from this theorem that the achievable region constructed in
the previous section is the largest possible achievable region. In other
words

EP (D1; D2; R1; R2; E1) =E
�
P (D1; D2; R1; R2; E1) (19)

RP (D1; D2; E1; E2; R1) =R
�
P (D1; D2; E1; E2; R1): (20)

To prove the theorem we make use of two lemmas. Lemma 2 states
that when the first-layer coding achieves the error exponentE1, then
the probability of the “uncovered” subsetU1(f1; g1) vanishes not
only for the actual distributionP , but for all distributionsQ close
enough toP , i.e., allQ that satisfyD(QkP ) < E1. On the other
hand, according to Lemma 3, for any distributionQ 2 Q, whereQ is
the set on which the minimization ofD(QkP ) is performed in order
to computeE�P (D1; D2; R1; R2; E1), the probability of the subset
U2(f1; f2; g2) is asymptotically bounded away from0.

Lemma 2: If a coding strategy satisfies (17), then for any
 > 0
and for any probability distributionQ such thatD(QkP ) < E1 � 
,
it also satisfies

Q
n (U1(f1; g1)) �! 0

asn ! 1.
Proof: Let

Gn
�
= x

n:
1

n
log

Qn(xn)

Pn(xn)
�D(QkP ) < � (21)

where0 < � < E1�
�D(QkP). By the weak law of large numbers,
Qn(Gn) �! 1 asn �! 1. Next

Q
n (U1(f1; g1))=

x 2U

(f1; g1)Q
n(xn)

�
x 62G

Q
n(xn)+

x 2G \U

(f1; g1)Q
n(xn): (22)

The first term tends to zero by the weak law of large numbers

x 62G

Q
n(xn) = 1�Q

n(Gn) �! 0: (23)

The second term satisfies

x 2G \U

(f1; g1)Q
n(xn)

=
x 2G \U

(f1; g1)P
n(xn) exp log

Qn(xn)

Pn(xn)

< P
n(U1(f1; g1)) exp fn[D(QkP ) + �]g
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where the inequality follows from (21). We combine this with (17)
using� < 
 and large enoughn to obtain

x 2G \U

(f1; g1)Q
n(xn) < expfn[D(QkP )+��E1+ �]g

< expfn[� � 
]g

�! 0: (24)

From (22)–(24), we conclude thatQn(U1(f1; g1))�!0 asn�!1.

Lemma 3: For
 > 0, letQ = Q1 [ Q2, where

Q1

�
= fQ: D(QkP ) < E1 � 
; RQ(D1; D2; R1) > R2g

Q2

�
= fQ: RQ(D2) > R2g :

If Q 2 Q, then there exists a number�(Q; D1; D2; R1; R2) > 0
such that for sufficiently largen

Q
n(U2(f1; f2; g2)) � �(Q; D1; D2; R1; R2) (25)

for all coding strategies(f1; f2; g2) satisfying (17).
Proof: If Q 2 Q2, then the result follows immediately

from [9, proof of Theorem 1]. SupposeQ 62 Q2, and letR2 <

RQ(D1; D2; R1). Recall thatRQ(D1; D2; R1) is a continuous
function in all of its arguments, and a nonincreasing function inD1

andD2. Thus, we can pick small enough� > 0 such that

R2 + 2� < RQ(D1; D2; R1 + �):

There also exist� > 0 andD�2 > D2 such that

R2 + 2� <RQ(D1 + �; D2; R1 + �) (26)

and

R2 + 2� =RQ(D1 + �; D
�
2 ; R1 + �): (27)

Further, ifQ 2 Q1, i.e., ifD(QkP ) < E1 � 
 is also satisfied, then,
from Lemma 2, for large enoughn, we have

D1(f1; g1)
�
=EQ fd1(X

n
; g1(f1(X

n)))g

� [1�Q
n(U1(f1; g1))]D1 +Q

n(U1(f1; g1))d1;max

�D1 + �;

whered1;max = maxx;y d1(x; y1) < 1. By arguments similar to
the standard proof of the weak converse to the rate-distortion theorem
(e.g., [2, Theorem 13.2.1]), forn large enough to satisfyD1(f1; g1) �
D1 + � and (17), it follows that

R2 + 2� � RQ(D1 + �; D2(f1; f2; g2); R1 + �) (28)

where

D2(f1; f2; g2)
�
= EQ fd2(X

n
; g2(f1(X

n); f2(X
n)))g:

Hence we have

RQ(D1 + �; D2; R1 + �) >RQ(D1 + �; D
�
2 ; R1 + �)

�RQ(D1 + �; D2(f1; f2; g2); R1 + �)

which, in turn, implies from the monotonicity ofRQ(�; �; �) in the
second argument that

D2 < D
�
2 � D2(f1; f2; g2): (29)

On the other hand, we have

D2(f1; f2; g2) � [1�Q
n(U2(f1; f2; g2))]D2

+Qn(U2(f1; f2; g2))d2;max

whered2;max = maxx;y d2(x; y2) < 1. Therefore,

Q
n(U2(f1; f2; g2)) �

D2(f1; f2; g2)�D2

d2;max �D2

�
D�2 �D2

d2;max �D2

> 0

where the last two inequalities employ (29). The proof is completed by
setting

�(Q; D1; D2; R1; R2) =
D�2 �D2

d2;max �D2

:

Note from (27) that� depends onQ,D1,R1, andR2, throughD�2 .

We close this section with the proof of Theorem 2.

Proof [Theorem 2]: Pick anyQ 2 Q, whereQ is as defined in
Lemma 3. LetGn be defined as in Lemma 2 with� unspecified. For
sufficiently largen, the weak law of large numbers ensures that

Q
n(Gn) > 1� 1

2
�(Q; D1; D2; R1; R2): (30)

We next consider the error probability at the second layer

P
n(U2(f1; f2; g2))

� P
n(U2(f1; f2; g2) \Gn)

=
x 2U

(f1; f2; g2) \GnP
n(xn)

=
x 2U

(f1; f2; g2) \GnQ
n(xn) exp � log

Qn(xn)

Pn(xn)

� Q
n(U2(f1; f2; g2) \Gn) expf�n[D(QkP ) + �]g

� 1

2
�(Q; D1; D2; R1; R2) expf�n[D(QkP ) + �]g

for sufficiently largen, where the last inequality follows from (25) and
(30). This implies that

lim sup
n!1

�
1

n
logPn(U2(f1; f2; g2)) � D(QkP ) + �

for all Q 2 Q and all�. The result follows after taking the infimum of
both sides over the setQ, and letting
; � �! 0. Note from (13) that

E
�
P (D1; D2; R1; R2; E1)

= min inf
Q2Q

D(QkP ); inf
Q2Q

D(QkP )

= inf
Q2Q

D(QkP ):

V. SUCCESSIVEREFINABILITY

A very desirable feature of scalable source coding issuccessive re-
finability. The source is said to be successively refinable if there exists
a scalable coding strategy which achieves the desired output quality by
expending only the rate needed in a nonscalable scenario, at each layer.
In the rate-distortion sense, this notion was introduced in [7], [8], and
[4], which also provided the necessary and sufficient conditions to be
satisfied by the conditional distributionsW1(y1jx) andW2(y2jx) that
achieveRP (D1) andRP (D2), respectively, in (1).

Successive refinement in rate–reliability–distortion analysis was
first discussed in [6]. The analysis in [6] was concerned with whether
the nonscalable coding exponentEP (D2; R2) coincides with the
exponent of the event that either the first layer or the second layer in-
troduces error, when the first-layer exponent is fixed atEP (D1; R1).
Since we discuss the tradeoff between the separately defined error
exponentsE1 andE2, we are naturally interested in the notion of
successive refinement defined below.
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Definition 5: The sourceP is successively refinable from(D1; E1)
to (D2; E2), if the 6-tuple

(RP (D1; E1); RP (D2; E2); E1; E2; D1; D2)

with RP (D2; E2) � RP (D1; E1) is successively achievable.

This definition, which is repeated here for convenience and nota-
tional adjustment, first appeared in [5], where the authors analyzed the
caseE2 � E1. An equivalent definition in terms of Marton’s error ex-
ponent function is as follows.

Definition 6: The sourceP is successively refinable from(D1; R1)
to (D2; R2) for R2 � R1, if the 6-tuple

(R1; R2; EP (D1; R1); EP (D2; R2); D1; D2)

is successively achievable.

It is clear from our characterization of the achievable6-tuples
(R1; R2; E1; E2; D1; D2) that the source is successively refinable
in the rate–reliability–distortion sense if and only if

RP (D2; E2) = RP (D1; D2; E1; E2; RP (D1; E1)) (31)

or, equivalently, if and only if

EP (D2; R2) = EP (D1; D2; R1; R2; EP (D1; R1)): (32)

In this section, we will present necessary and sufficient conditions for
(31) to hold.

Comparing (31) and (11), one can state that the sourceP is succes-
sively refinable from(D1; E1) to (D2; E2) if and only if

RP (D2; E2)

� sup
Q:D(QkP )�min(E ;E )

RQ(D1; D2; RP (D1; E1)): (33)

If E2 � E1, using the definition ofRP (D2; E2), the condition (33)
can be recast as

sup
Q:D(QkP )�E

RQ(D2)

� sup
Q:D(QkP )�E

RQ(D1; D2; RP (D1; E1)): (34)

SinceRQ(D2) � RQ(D1; D2; RP (D1; E1)) for all Q, the pre-
ceding inequality is satisfied if and only if

RQ (D2) = RQ (D1; D2; RP (D1; E1)) (35)

for the distributionQ� achieving the supremum on the right-hand side
of (34). (In fact, (34) can only be satisfied with equality, thereforeQ�

also achieves the supremum on the left-hand side.) From (1) and (2),
it follows that (35) is satisfied if and only if there exists a conditional
pmfW (y1; y2jx) such thatX � Y2 � Y1 forms a Markov chain, and

IQ W (X; Y1) �RP (D1; E1)

IQ W (X; Y2) =RQ (D2) = RP (D2; E2)

EQ W d1(X; Y1) �D1

EQ W d2(X; Y2) �D2:

If, on the other hand,E2 � E1, then (33) becomes

sup
Q:D(QkP )�E

RQ(D2) � R̂2 (36)

where

R̂2
�
= sup

Q:D(QkP )�E

RQ(D1; D2; RP (D1; E1)):

Note thatR̂2 does not depend onE2 and the left-hand side of (36) is
monotonically nondecreasing inE2. Therefore, unless

R̂2 > R
0(D2) = max

Q
RQ(D2)

there exists a second-layer exponent thresholdÊ2 � E1 such that (36)
is satisfied if and only ifE2 � Ê2. In fact

Ê2 = EP (D2; R̂2):

Pictorially,R̂2 corresponds to the ordinate of the straight bold line seg-
ment in Fig. 2, and̂E2 is the abscissa of the right endpoint of the same
line segment.4 If R̂2 > R0(D2), successive refinement is not possible
for anyE2 � E1.

Note that our successive refinability conditions are fundamentally
different from those given in [5]. Our result is surprising in that for
E2 � Ê2, successive refinability is granted without any further condi-
tion, whereas the conditions in [5] forE2 � E1 are somewhat remi-
niscent of those we derived for the caseE2 � E1.

A special case of the above discussion is whenE1; E2 �! 0. Then
RP (Di; Ei) = R(Di), for i = 1; 2. In that case, (33) reduces to

RP (D2) � RP (D1; D2; RP (D1))

which can only be satisfied with equality. The necessary and sufficient
conditions for equality were provided in [8], [4].

VI. CONCLUSION

We characterized the region of all achievable6-tuples
(R1; R2; E1; E2; D1; D2) for the scalable source coding sce-
nario. Given sourceP , the characterization is in terms of the
information divergenceD(QkP ) and the rate-distortion functions
RQ(D2) andRQ(D1; D2; R1), with respect to all possible sources
Q. We specialized the necessary and sufficient achievability conditions
to the successive refinability case, and obtained the surprising result
that it is possible to achieve the boundsR1 = RP (D1; E1) and
R2 = RP (D2; E2) for all second-layer error exponentsE2 above a
specified threshold̂E2.
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