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Central to many rate-distortion theoretic results is the con-
cept of type covering, i.e., covering of the set of vectors with
the same type P by identical “distortion balls.” For exam-
ple, the achievability of the rate-distortion function RP (D)
can be shown using the fact that it suffices to use ≈ 2nRP (D)

balls with radius D to cover a type class T n
P of length-n se-

quences [2]. Another example is guessing [1], where X, drawn
from a DMS, is guessed using a fixed sequence y(1),y(2), . . .
until d(X,y(i)) ≤ D. The optimal guessing list (minimizing
expected i) is formed by sorting P in increasing RP (D), and
concatenating centers of balls that cover each T n

P .

In the hierarchical extension introduced in [3], T n
P is first

covered using D1-balls, and then the portion of each D1-ball
(parent) that lies within T n

P is covered using D2-balls (chil-
dren). We call this strong hierarchical type covering to dis-
tinguish it from the weak version introduced in [5], where the
D2-balls are chosen so that for all x ∈ T n

P , there exists a pair
of parent D1- and child D2-balls both covering x. The main
use of hierarchical type covering in both [3] and [5] was the
determination of achievable error exponents in scalable source
coding. In fact, weak covering is sufficient for that purpose.
Strong covering, on the other hand, is necessary for hierar-
chical guessing [4]: In the first stage, X is guessed using a
fixed y1(1),y1(2), . . . until d1(X,y1(i)) ≤ D1, and in the sec-
ond stage, new fixed guesses y2(1|i), y2(2|i), . . . are used until
d2(X,y2(j|i)) ≤ D2. If the type PX of X is known beforehand,
the optimal strategy is to find a strong hierarchical covering of
T n

PX
achieving a balance point in the tradeoff of the required

number of D1- and D2-balls.

The distinction between the two covering strategies moti-
vated us to re-derive single-letter characterizations of the rates
of D1- and D2-balls necessary and sufficient to cover T n

P both
weakly and strongly. Somewhat surprisingly, the two charac-
terizations lead to different rate regions. In fact, the claimed
rate region for strong covering that appeared in [3] is precisely
the achievability region for weak covering2.

Denote by I(Q1, V ) the mutual information between Y1 and
X induced by Q1(y1)V (x|y1). Similarly, I(Q2|1, W |Q1) de-
notes I(Y2; X|Y1) induced by Q1(y1)Q2|1(y2|y1)W (x|y1, y2).
For P (x) and Q1(y1), define V(P, Q1, D1) as the set of
all V (x|y1) such that

∑
y1

Q1(y1)V (x|y1) = P (x) and

EQ1V {d1(X, Y1)} ≤ D1. Similarly, for Q1(y1), Q2|1(y2|y1),
and V (x|y1), define W(V, Q2|1, Q1, D2) as the set of all
W (x|y1, y2) such that

∑
y2

Q2|1(y2|y1)W (x|y1, y2) = V (x|y1)

and EQ1Q2|1W {d2(X, Y1)} ≤ D2. Now, define RP (D1, D2)
as the region of all (R1, R2) such that I(Q1, V ) ≤ R1 and
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I(Q1, V ) + I(Q2|1, W |Q1) ≤ R2 for some Q1, Q2|1, V ∈
V(P, Q1, D1), and W ∈ W(V, Q2|1, Q1, D2). Also define
TP (D1, D2) as the rate pairs (R1, R2) such that there exists
Q1(y1) satisfying

Im(P ||Q1, D1)
�
= inf

V ∈V(P,Q1,D1)
I(Q1, V ) ≤ R1 ,

and for all V ∈ V(P, Q1, D1), there exists Q2|1(y2|y1) with

Im(V ||Q2|1,Q1,D2)
�
= inf

W∈W(V,Q2|1,Q1,D2)
I(Q2|1,W |Q1)≤R2−R1.

The next lemma shows that TP (D1, D2) completely charac-
terizes achievable rates for strong covering.
Lemma 1: For any {y1(i)}M1

i=1 and {y2(j|i)}M2
j=1 that

strongly covers T n
P , there exists Q1(y1) such that

1

n
log M1 + ε(n) ≥ Im(P ||Q1, D1)

1

n
log M2 + ε(n) ≥ max

V ∈V(P,Q1,D1)
min
Q2|1

Im(V ||Q2|1, Q1, D2)

where ε(n) → 0 as n → ∞. Conversely, if (R1, R2) ∈
TP (D1, D2), then there exist {y1(i)}M1

i=1 and {y2(j|i)}M2
j=1 with

1

n
log M1 ≤ R1 + ε

1

n
log M2 ≤ R2 − R1 + ε

strongly (D1, D2)-covering T n
P , for any ε > 0 and large n.

We next derive achievable rates for weak covering.
Lemma 2: For any {y1(i)}M1

i=1 and {y2(j|i)}M2
j=1 that covers

T n
P weakly,(

1

n
log M1 + ε(n),

1

n
log M1M2 + ε(n)

)
∈ RP (D1, D2) ,

where ε(n) → 0 as n → ∞. Conversely, if (R1, R2) ∈
RP (D1, D2), there exist {y1(i)}M1

i=1 and {y2(j|i)}M2
j=1 with

1

n
log M1 ≤ R1 + ε

1

n
log M1M2 ≤ R2 + 2ε

weakly (D1, D2)-covering T n
P , for any ε > 0 and large n.

By definition, we have TP (D1, D2) ⊆ RP (D1, D2). How-
ever, we were able to build an example where strict inclusion
TP (D1, D2) ⊂ RP (D1, D2) holds.

References
[1] E. Arikan and N. Merhav. Guessing subject to distortion. IEEE

Trans. on Info. Theory, 44(3):1041–1056, May 1998.

[2] I. Csiszár and J. Körner. Information Theory: Coding Theo-
rems for Discrete Memoryless Systems. Academic, NY, 1982.

[3] A. Kanlis and P. Narayan. Error exponents for successive refine-
ment by partitioning. IEEE Trans. on Info. Theory, 42(1):275–
282, Jan. 1996.

[4] N. Merhav, R. M. Roth, and E. Arikan. Hierarchical guess-
ing with a fidelity criterion. IEEE Trans. on Info. Theory,
45(1):330–337, Jan. 1999.

[5] E. Tuncel and K. Rose. Error exponents in scalable source cod-
ing. IEEE Trans. on Info. Theory, 49(1):289–296, Jan. 2003.

ISIT 2004, Chicago, USA, June 27 – July 2, 2004


	footer1: 


