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Abstract—In this paper, we consider the problem of minimum sources, they characterized an achievable rate regiomgsr |
cost joint compression and routing for networks with multiple-  |ess reconstruction of all the requested sources at eagh sin

sinks and correlated sources. We introduce a routing paradigm, - cgiszar and Korner [7] provided an alternate, but equitalen
called dispersive information routing, wherein the intermediate h terizati fth hievabl t .
nodes are allowed to forward a subset of the received bits on Characterization ot theé achievablie rate region.

subsequent paths. This paradigm opens up arich class of research  There has also been a considerable amount of work on
problems which focus on the interplay between encoding and joint compression-routing for networks. A survey of rogtin

routing in a network. What makes it particularly interesting is - . - .
the challenge in encoding sources such that, exactly the required techniques in sensor networks is given in [8]. [9] compared

information is routed to each sink, to reconstruct the sources tay  different joint compression-routing schemes for a coteela
are interested in. We demonstrate using simple examples that our sensor grid and also proposed an approximate, practiesik; st
approach offers better asymptotic performance than converibnal  source clustering scheme to achieve compression efficiency
:g‘;gg%]te&miﬂueféé’xﬁiafg ir(‘:t;‘l’lggc? iv‘v’::i%ri‘tngmh? ‘;‘gd'e';r(‘:‘(’)"(‘j’g Cristascu et.al [10] considered joint optimization of Séep
and decode so%rces thgt a’re dispers?vely transmit%e:d, and which Wolf delng and a routing mechanls_m, yve call ‘k_)roadcasfing’
asymptotically achieves the minimum communication cost within Wherein each source broadcasts its information to all sinks
this routing paradigm. that intend to reconstruct it. Such a routing mechanism is
motivated from the extensive literature on optimal routfog
I. INTRODUCTION independent sources [11]. [12] proved the general optiynafi

. . . that approach for networks with a single sink. Recently] [13
Signal compression of correlated sources for transmissiQ@monstrated its sub-optimality for the multi-sink scémar

through multi-hop networks has recently attracted much &fyis paper takes a step further towards finding the best joint

tention in the research community, primarily due to its digompression-routing mechanism for a multi-sink networke W

rect application in sensor networks. This paper consid®s t, e the existence of a volume of work on network coding for
problem of minimum cost communication in a multi-NORyqrejated sources, eg. [14], [15]. But the routing meckani
network with multiple-sinks and correlated sources. ReSea e introduce in this paper does not require possibly complex
related to compression in networks can broadly be classififdyyork coders at intermediate nodes, and can be realized

into two camps. The first approach performs compressigQing simple conventional routers. The approach does have
at intermediate nodes without resorting to distributedreeu potential implications on network coding, but these arebely

coding (DSC) techniques. Such techniques tend to be wastgfiy scope of this paper.
at all but the last hops of the communication path. The second

approach performs DSC followed by simple routing. Well The new routing paradigm we introduce, which we call,

designed DSC followed by optimal routing can provide goo‘&iispersive infprma_tion rout_ing” (DIR), is d_esigned to faarrd
nly the required information to each sink. We show from

performance gains. This paper focuses on the latter categ : e . L
Multi-terminal source coding has one of its early roots i asic principles that DIR acfyevgs a lower communlgatlon
the seminal work of Slepian and Wolf [1]. They showed, Gost compared to broadcasting in a network, wherein the

the context of lossless coding, that side-information latée smk? fUﬁuaIIy rec?vet motr_e ![nf(i;matlont_ than thgy need_. In
only at the decoder can nevertheless be fully exploited as\'\fpe_l oflows we Tirst motivate the rouling paradigm using
simple example. We also give the basic intuition for the

it were available to the encoder, in the sense that there%s>'MF . L o
no asymptotic performance loss. Later, Wyner and Ziv [ ncoding scheme that achieves minimum communication cost.
derived a lossy coding extension that bou,nds the ratertimio ' ° th.ef‘ formulate anq solve using a general setting 1o find
performance in the presence of decoder side information. I':tQe minimum cost achievable by DIR.

tensive work followed considering different network sceos

and obtaining achievable rate regions for them, includBig [

[4], [5]. Han and Kobayashi [6] extended the Slepian-Wolf ‘Note that we loosely use the term ‘broadcasting’ insteadroflticasting’
reéult to general multi-terminal source coding scenafos.a to stress the fact thatl the information transmitted by any source is routed

mr ) - h to every sink that reconstructs the source. Also, our agpraéa routing is in
multi-sink network, with each sink requesting for a subdet @ome aspects, a variant of multicasting.
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Fig. 1. Figure (a) shows the example considered. Figure @@yslnow dispersive information routing at the collector canréalized using a conventional
router - routing 3 smaller packets. Figure (c) depicts therrdgance between the DIR setup and the Wyner's setup.

Il. MOTIVATING EXAMPLE this scenario effectively captures the case when soukges

Consider the network shown in figure 1a. There are thr@é‘d )_(2 are a.\va|lable at decheﬂs and 2, respecuvely,. as
sources X, X; and X, and two sinksS; and S,. Sink side mfo_rma_ltlon. From_equatlons (1) and (2) for minimum
Sy reconstructs the source paiXy, X;), while Sy recon- communication CostX, is encoded at a rate:
structs(Xo, Xg). SourceX, communicates with the two sinks R} = max {H(Xo|X1), H(X|X2)} 3)
through an intermediate node (called the ‘collector’) vihic
is functionally a simple router. The edge weights on ea@nd therefore the minimum communication cost is given by:
path in Fhe.network are showp in the f'igure. The cpst ofcg = (Cp + Cy + Co) max { (H(Xo|X1), H(Xo|X2))}
communication through a link is a function of the bit rate b CLH(XD) + Cas H(X) 4)
flowing through it and the edge weight, which we will assume u ! 2 2
for simplicity to be a simple producf(r,c) = rc in this Is this the best we can do? The collector has to transmit énoug
paper, noting that the approach is directly extendible teemainformation to decoder 1 for it to decod¥, and hence the
complex cost functions. The objective is to find the minimurrate is at least/ (X,| X1 ). Similarly on the branch connecting
communication cost for lossless reconstruction of regpectthe collector to decoder 2 the rate is at le&StX,|X,). But
sources at the sinks. if H(Xo|X1)# H(Xo|X2), there is excess rate on one of the

We first consider the communication cost when broadcastihganches.
is employed [10] wherein the routers forward all the bits Letus now relax this restriction and allow the collector eod
received from a source to all the decoders that will recoiestr to “split” the packet and route different subsets of the nexb
it. In other words, routers are not allowed to “split a patketits on the forward paths. We could equivalently think of the
and forward a portion of the received information. Hence thencoder0 transmitting 3 smaller packets to the collector; first
branches connecting the collector to the two decoders tagery packet has a rat ;, o, bits and is destined to both sinks.
same rates as the branch connecting encoderthe collector. Two other packets have ratég ; and R, » and are destined
We denote the rate at whichy, X; and X, are encoded by to sinks 1 and 2 respectively. Technically, in this case, the
Ry, R; and R, respectively. collector is again a simple conventional router.

Using results in [10], it can be shown that the minimum We call such a routing mechanism, where each intermediate
communication cost under broadcasting is given by the fglode transmits a subset of the received bits on each of the for
lowing linear programming formulation: ward paths “Dispersive Information Routing” (DIR). Noteth

unlike network coding, DIR does not require expensive cader
Cp = min{(Co + C1 + C2)Ro + Crula + Co2Ra} - (1) gt intermediate nodes, but rather can always be realize usi
conventional routers with each source transmitting migtip

under the constraints: ) . . :
packets into the network intended to different subsetsrofssi

Ry > H(X1[Xo),  Ro > H(Xo|X1) Therefore, hereafter, we interchangeably use the concepts
Ry > H(X5|Xo), Ry > H(X,|X2) of “packet splitting” at intermediate nodes and converdion
Ry + Ry > H(Xo, X1) @ routing of smaller packets, noting the equivalence in the

achievable rates and costs. This scenario is depicted irefigu
1b with the modified costs each packet encounters.

To gain intuition into dispersive information routing, wsa Two obvious questions arise - Does DIR achieve a lower
consider a special case of the network when the branch veeigtdmmunication cost compared to broadcasting? If so, what is
are such thatCy;,Cse < Cy,Cq,Cs. Let us specialize the the minimum communication cost under DIR?

above equations for this case. The constraift, Coy < We first aim to find the minimum cost using DIR
Cy, C1, Cy, forces sources(; and X, to be encoded at ratesif Cy1,Co < Cy,C1,Cy (ie. Ry = H(X;) and

R, = H(X;) and Ry, = H(X,), respectively. Therefore, R, = H(X3)). To establish the minimum cost one may

Ry + Ry > H(X07X2)



in section 1l for the general setup.

We focus on encoded, assuming that encodeiis and 2
transmit at the respective source entropies. Encoadiserves
a sequence of realizations of the random variabl&,. This
sequence belongs to the typical s€t, with high probability.
Every typical sequence is assigrnethdices, each independent
of the other. The three indices are assigned using uniforifis pm
over [1 : 2"foa] [1: 270.012)]) and [1 : 2%:2] respectively.
o 2. Venn D Blue indicates what i ded by dechdl All the sequences with the same first index;, form a bin
rei?i. indica?:snwrlngt’r%mneedzzIEyI%EleidvgraZ Iaslc?r?: :nd g]lregrceilsh%l?g(’l _Bl (_ml)' Similarly bins By (ms) an(_j Bs(m3) are formed for
information. Figure (a) shows the diagram for the DIR settingl figure (b) indices mo and ms. Upon observing a sequence) < 17
for the Wyner’s setting. with indicesmy, mo andms, the encoder transmits index;

to decoderl alone, indexms to decoder2 alone and index
mo to both the decoders.

first identify the complete achievable rate region for the The first decoder receives indices andms. It tries to find
rate tuple {Ro,1, Ry (1,2}, Ro2} for lossless reconstructiony typical sequenc&? € Bi(m1) N Ba(msz) which is jointly
of X, at both the decoders. Then one finds the rafgpical with the decoded information sequen&@. As the
point that minimizes the total communication cost, detengdices are assigned independent of each other, everyatypic
mined using the modified weights shown in figure 1b. B&sequence has uniform pmf of being assigned to the index
fore attempting a final solution, it is worthwhile to conpair {m1,ma} over [1 : 2n(Ro1+Ro.1.2)]. Therefore, having
sider one operating point? = {Ro1, Ro {12} Ro2} = received indicesn; andms, using counting arguments similar
{1(X2; Xo|X1), H(Xo| X1, X2), I(X1; Xo[X2)} and provide o Slepian and Wolf [1], [4], the probability of decoding err
the coding scheme that achieves it. Extension to otherrintg,symptotically approaches zero if:
esting points” and to the whole achievable region follows in
similar lines. This particular rate point is consideredtfiae Ro1 + Ro 1,2y > H(Xo|X1) (5)
to its intuitive appeal as shown in a Venn diagram (figure 2).

Wyner considered a closely resembling network [5] showaimilarly, the probabi!ity of decoding error approachesozat
in figure 1c. In his setup, the encoder obsergesources the second decoder if:
X1, X,) and transmit$ packets (at rateRy 1, Ry (1,23, Ro,2
Eespectizlely), one meant for each subset éf éinks. The Roz+ Ro 12p = H(Xo|X2) 6)
two sinks reconstruct sources; and X, respectively. ciearly (5) and (6) imply thaP; is achievable. In similar lines
He showed that, the rate tupleRo., Ro 12}, Ro2} = 1o [1], [4], the above achievable region can also be shown to
{H(X1]X5), 1(X1; Xo), H(X2|X1)} is not achievable in gen- gaiisfy the converse and hence is the complete achievakle ra
eral and that there is a rate loss due to transmitting (ggion for this problem. We refer to such a binning approach a
common bit stream; in the sense that individual decodefsyer Binning’ as multiple independent indices are assign
mu;t receive. more information than _they need to reconstrygtasch (non-trivial) subset of the decoders - power sew Als
their respective sources. Wyner defined the term “CommaRye that the difference in Wyner's setting was that the two
Information”, here denoted by¥'(Xy; X2) as the minimum g4 rces were to be encoded jointly for separate decoding of
rate R 1,2y such that{ Ro,1, Ro 11,2}, o2} is achievable and g5ch source. But in our setup, sourkg is to be encoded for
Ro1 + Ro,{1,2) + Ro2 = H(Xy,X5). He also showed that |5sgless decoding at both the decoders.
W(Xy; Xo) = inf I(Xy, Xo; W) where theinf is taken over o minimum cost operating point is the point that satisfies

all auxiliary random variablesV’ such thatX, — W — equations (5) and (6) and minimizes the cost function:
X, form a Markov chain. Wyner showed that in general

I(X1; X2) < W(X1; Xp) < max(H(Xy), H(X2)). We note Chir = min {(Co + C1)Ro1 + (Co + C2)Ro 2 @
in passing, an earlier def|r_1|t|0n of common mforr_naﬂon [16] +(Co+Cy + 02)R07{1,2}}
which measures the maximum shared information that can
be fully utilized by both the decoders. It is less relevant to The solution is either one of the two points
dispersive information routing. P, = {0,H(Xo|X1),H(Xo|X2) — H(Xo|X1)} or

At a first glance, it might be tempting to extend Wyner's”s = {H(Xo|X1) — H(Xo|Xs2),H(Xo|X2),0}
argument to the DIR setting and s& is not achievable in and both achieve lower total communication cost
general, i.e., each decoder has to receive more informatigempared to broadcastingC{ - equation (4)) for any
than it needs. But interestingly enough, a rather simpléngpd Cy, C1, C2 > C11, Caa. Not surprisingly, the operating point
scheme achieves this point and simple extensions of thegodis within the Han and Kobayashi achievable rate region [6]
scheme can achieve the entire rate region. Note that in thighere network costs and routing constraints are ignored).
section, we only provide intuitive arguments to validate th The above coding scheme can be easily extended to the
result. We derive a variant of the “random binning paradigntase of arbitrary edge weights. The rate region for the tuple

(a) DIR (b) Wyner's setup



{Ry1, Ra, Ro 1, Ro 41,21, Ro2} and the cost function to be B. Obtaining modified costs
minimized are given by: DIR requires each source to transmit a packet to ev-

Cpir = min {C11 Ry + Ca2 Ry + (Co + C1)Ro ery set of sinks that reconstrucf;, i.e., one packet to all

51 i -
+ (Co+ Co)Ros + (Co + Oy +02)R0){1’2}} s € 2° \¢. Denote the packets transmitted by encoddry

) Pj,Pi... Pési\m' Let E¢ be the set of all paths from source

i to the subset of sinks € QSi\qﬁ. The optimum route for
packetP! from the source to these sinks is determined by a
) spanning tree optimization (minimum Steiner tree) [11].rMo
) specifically, for each packet?, the optimum route is obtained
0, X1) by minimizing the cost over all trees rooted at nadehich
)
)

under the constraints:
Ry > H(
Ro,1 + Ro 1,2y > H(
Ry + Ro,1 + Ro 1,2y > H(
(
(

il

(9) span all sinksS; € s. The minimum cost of transmitting
packetP! with R; s bits from source to the subset of sinks

Ro2+ Ro 10y =2 H s, denoted byd;(s), is given by:

fa+ Roa - flo..2) 2 H(Xo, X2) di(s) = Rie min 3w (10)

If Ry = H(X,) and R, = H(X,) (9) specializes to (5) and Qeb: 220
(6). Also, it can be easily shown that the total communigati
cost obtained as a solution to the above formulation is atw
lower than that for broadcastingy, (equations (1) and (2)) if
Cy,C1,C5 > 0.

q—laving obtained the modified costs for each packet in the
Wetwork, our next aim is to find the rate region and the
minimum communication cost will then follow directly from

a simple linear programming formulation.

IIl. GENERAL PROBLEM SETUP ANDSOLUTION C. Entire rate region

A. Problem Formulation An ¢-DIR code (fi,fs... fx,h1,ha...har) of block
Let a network be represented by an undirected grapngthn for the sources\, X, ... Xy for given V7 Vj € II,
G = (V,E). Each edgee € FE is a network link whose is the following set of mappings:
communication cost depends on the edge weight The | The encoders if; : A" — {(0,1)Mi} Vi € 3, s €
nodesV consist of N source nodes)/ sinks, andV|-N—M 2si\¢’ where M are Lpositive integers. Packét! has
intermediate nodes. Source nadeas access to source random  ; ri pits in it andsis routed from sourceto the subset of
variable X; distributed over alphabet;. The joint probability sirkaS.
distribution of (X; ... Xy) is known at all the nodes. The | The decoders b. ° (0,1)M; — xn, Vj € II, where
sinks are denoted;, .S, ..., Sy . A subset of sources are to ] ’ |44 |
be reconstructed (losslessly) at each sink. Let the sulfset o
source nodes to be reconstructed at skjkbe Vi C V.
Conversely, sourcé has to be reconstructed at a subset of
sinks denoted by C {S;,S5,..., Sy} 2. We denote the set M; ;= Z M (11)
{1...N} by ¥ and the set{1...M} by II. The objective
is to find the minimum communication cost achievable using

(0,1)M: is the set of all possible bit sequences received
by decoderS;. Denote by); ;, the total number of bits
transmitted from sourcéto sink S;. i.e..

s€25"\ ¢, s3j

dispersive information routing at all intermediate nodeshie Then M; is the total number of bits received by decoder
network. Note that, in this paper, we assume that only ssurce 95 and is given by:
to be reconstructed at any sink communicate with the sink

J Mj= " M (12)

(i.e., there are no ‘helpers’ [7]). The more general case of
DIR with every source (possibly) communicating with every
sink will be addressed in the sequel. The general settingein tA rate tuple{ R} Vi € , s € 25"\ ¢ is said to be achievable,
context of conventional routing was addressed in [13]. if there exists an—DIR code with all the mappings defined
Hereafter, we use the following notation. For any randogis above and satisfying:
variable X, we useX™ to represent independent realizations
of the random variable and the corresponding alphabet by PriXy; # hj (Uievs (X)) <e (13)
For any sets, |s| denotes the cardinality of the set afd M < n(R; +¢) (14)
denotes the power se&x?\ ¢ denotes all the non-empty subset
of the sets. For any sets = {ki,ky...k5j} € X we use
X, to denote{X; : i € s} and the corresponding alphabe
Xy, X Xk2 X "'XkM by Xs.

%

Define Rir to be the set of rate tuples that satisfy the
following constraintsvj € IT andVt € 2" \¢:

Yo D) Rz H(XidXvin) (15)

2Note that the case of side information at the decoder can biallyi € 425"\ ¢, s3j
included in this formulation withv. = 0 on the branch connecting the side ] ) )
information source and the decoder. Theorem. Ry is the entire rate region.

1



Proof: Codebook design and power binningt en- V. CONCLUSION AND FUTURE WORK

coder 4, associate each typical sequendg < 7. with In this paper we addressed the problem of optimizing
2%"\¢ independently generated indices, each according g communication cost for a general network with multiple
a uniform pmf over|1. ..2"M:]. The indices are denotedsinks and correlated sources under a routing paradigmdcalle
by mi Vs € 25"\¢. All sequences which are assigned thgispersive information routing. Unlike network codingchta
samek’th index m are said to fall in the same biff; (m) routing mechanism can always be realized using convertiona
Vi€ {1...25\¢} andVm € {1...2"M:}, routers with sources transmitting multiple packets, eaeamh
Encoding: Each encoder observes realizations of the for a subset of sinks. We proposed a coding scheme that
random variableX;. If X' € 77, it transmits indexm € asymptotically achieves the optimum cost under the routing
{1...2"M:} to the subset of sinks. Therefore the rate of paradigm. Future work includes extending the work to the
packet from sourcéeto the subset of sinksis M. Remember more general case where sources may communicate with sinks
that this packet encounters a total costigfs) before reaching that do not reconstruct them, and designing practical €finit
the sinks. If X" ¢ 7 the encoder transmits indexto all delay) joint coder-routers that achieve low communication

5 €25 \¢.

Decoding: Each decoderj receives all indicesn’ such
that s > j andi € V7. The decoder tries to find a
jointly typical sequence tuplX; : i € VJ} such that
Xi € msEQSi\@(
typical sequence tuple, it declares an error.

Error Analysis: An error occurs due to one of the causes:
(1) Any encoder observeX! ¢ 7*. The probability of this
event is< e for sufficiently largen by the weak law of large
numbers.

(2) Any decoder fails to find a jointly typical sequence tuple
We denote the index tuplgm! : s > j} by m,;. As all [3
the indices are independent of each other and are drawn from
uniform pmf's, each typical sequenck} is assignedm; ; [4]
with a uniform pmf over[1...2":j]. Decoder; receives
m;; Vi € VJ. From arguments similar to [4], [1], the [5]
probability of decoder error at decodgris < ¢ if for all
te2v’\¢:

(1]

(2]

(6]
> M ;> n(H (X Xyiy) +€)
ict [7]
The achievable rate region given in (15) follows directly by[8]
substituting (11) in (16). Also note that at each decodes, th
converse follows similarly to the converse to the usual @kep ]
and Wolf setup. Hencelzy);y is the entire rate region. ®

It is worthwhile to note that the same rate region can
be obtained by applying results of Han and Kobayashi [6L°!
assuming2°"\ ¢| independent encoders at each source, albeit
with a more complicated coding scheme involving multiplgL1]
auxiliary random variables. But, Han and Kobayashi ignore
the network routing and cost constraints in their formolati |1,
and hence have no motivation for the encoders to transmit
multiple packets into the network.

(16)

D. Finding the Minimum Cost (13]

The minimum cost follows directly from a simple linear
programming formulation: [14]

, [15]
N [2°5"\¢|

_min Z Z R x d;(s) 17) [16]

ReRpir 21 =1

It can be easily seen that the minimum cost achievable using
DIR is lower than broadcasting for most source distribigion

costs.
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