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Abstract — We propose a random coding model
which gives insight into the underlying mechanism
of lossy string-matching algorithms. This idealized
model is based on manipulating types rather than
codewords. We model the adaptive codebook as a
mixed type random code, whose type distribution
evolves with time as its dimension increases. The
model behavior exhibits a mechanism of natural type
selection which reinforces “good types.”

I. THE LOSSY STRING-MATCHING EXPONENT
Consider matching an individual sourceword £ € A™ with a
random vector Y € Y™ uniformly distributed over the type
class T(q). Here q is an arbitrary type in Qn = the set of
possible types of vectors in ", and a “match” is the event
o(z,Y) < D. We obtain the asymptotic result:

~L1og Pr[p(z, ¥) < d| = In(plla,d) +0(1), (1)

where o(1) goes to zero as n — co. The quantity Ir.(pllg, d)
in (1) is defined as
Im(p”% d) = w IW(-X’Y) ’ (2)

min
€Wy g4

where Iw(X;Y) is the mutual information induced by the
joint distribution W, and Wpea = {W : 3 ., W(z,y) =
P(), e W@y = a¥), 2 e WEpley) <
d}. If W, q.q is empty, we define I, = oco. (See also [4,
sec.III-C].)

II. MATCHING WITH A MIXED-TYPE CODE
Consider next a mixed type random code having type-spectrum
w(q), i.e., a random code of length n, whose codwords are gen-
erated according to the distribution w(g) over the types in Q.
The minimum possible rate required by this code to ensure
distortion d for a stationary source with marginal distribution
p, is given for large n by

Ra(wipd) = min {Tu(old,d) + los1/wl@)} - ()

Notable special cases: i) the “pure-g-type” random code,
w(q') = 6(g—¢q') where R, (w;p,d) = I, (pllg, d); i) the “white
spectrum” random code, w(q') = 1/|Qn| where Since [Qn] =
OmP!) we get R..(w;p,d) = ming co, I(pll’,d) - R(p,d);
111) a code generated .¢.d. ~ g, where

B (w;p, d) = min {In(lld @) + D(d'll9) } (4)
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and D(:|}-) is the divergence function (This is closely related
to the independent result in [2]); iv) the special case of (iii)
where p = g corresponds to the algorithm of [1], and the rate
is R = ming {In (plle’, &) + D(¢ [Ip)}-

Suppose that for each source vector z, the code generates
random codwords according to the type spectrum w(g) until
it finds a codword that d-matches z. The a posteriori type
distribution of a mixed type random code is defined as the
conditional probability that the d-matching codword has type
g, given that there was a match.

III. NATURAL SELECTION OF TYPES

In the model we propose, the mixed type random code above
plays the role of the temporal codebook in an adaptive com-
pression algorithm. Following the tree structure of Lempel
Ziv’s codebook, the adaptive compression model increments
the code dimension at each time step by growing the types in
a treelike fashion. The evolution of the type spectrum is given
recursively by

1
Wnt1(g) = ﬁ

Z Psp(q/) , 4€ Qn-H.a

7' €A(q)

(5)

where A(q) denotes the set of n-types from which the n + 1-
type g descends by adding one symbol, and P2?(-) denotes the
a posteriori type distribution of the code at time step n.

Let ¢ = argming I,n(pllg,d) denote the optimal recon-
struction distribution for a source ~ p at distortion d. Our
main result states that the type spectrum in the adaptive
compression model above collapses asymptotically on ¢, i.e.,
wa(g) = d(g — ¢*) as n — oo where = denotes weak conver-
gence. We thus discern a “Darwinian mechanism” of natural
selection whereby, as time passes, only the “fittest” types sur-
vive. Consequentially, we have by (3) that the minimum rate
of the code goes to the rate distortion function of the source
R(p,d) as n goes to infinity.

Beyond the theoretical interest, this model guides the de-
velopment of a family of practical adaptive compression al-
gorithms [3] which are based on “tree-code matching” and
naturally extend the Lempel-Ziv algorithm to lossy coding.
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