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Abstract—Current scalable audio coders typically optimize per-
formance at a particular layer without regard to impact on other
layers, and are thus unable to provide a performance trade-off
between different layers. In the particular case of MPEG Scal-
able Advanced Audio Coding (S-AAC) and Scalable-to-Lossless
(SLS) coding, the base-layer is optimized first followed by succes-
sive optimization of higher layers, which ensures optimality of the
base-layer but results in a scalability penalty that progressively in-
creases with the enhancement layer index. The ability to trade-off
performance between different layers enables alignment to the real
world requirement for audio quality commensurate with the band-
width afforded by a user. This work provides the means to better
control the performance tradeoffs, and the distribution of the scal-
ability penalty, between the base and enhancement layers. Specif-
ically, it proposes an efficient joint optimization algorithm that se-
lects the encoding parameters for each layer while accounting for
the rate-distortion costs in all layers. The efficacy of the technique
is demonstrated in the two distinct settings of S-AAC, and SLS
High Definition Advanced Audio Coding. Objective and subjective
tests provide evidence for substantial gains, and represent a signif-
icant step toward bridging the gap with the non-scalable coder.

Index Terms—Iterative optimization, joint optimization,
rate-distortion optimization, scalable audio coding, scal-
able-to-lossless.

I. INTRODUCTION

I N scalable audio coding, the signal is encoded in a multi-
layered or embedded bitstream. The base layer provides a

coarse reconstruction, that can be successively refined on receipt
of additional enhancement layers. Such an embedded bit-stream
is particularly useful for client-server applications in heteroge-
neous networks, where clients could have diverse bit-rate or
quality constraints. In such a scenario, the server needs to store
only the scalable bit-stream for each audio sample, in lieu of
multiple versions encoded at different bit-rates or quality levels.
Another benefit of an embedded bitstream is that it provides net-
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work nodes the ability to simply drop packets corresponding to
higher layers to satisfy link capacity constraints. Scalable audio
coding has been incorporated into the MPEG-4 General Audio
[1] coding standard in various forms such as scalable advanced
audio coding (AAC) [2], bit-sliced arithmetic coding [3], and
scalable-to-lossless (SLS) audio coding [4].
The selection of parameters in the scalable encoding process

is critical to the rate-distortion (RD) performance at each
layer. The prevalent approach of several scalable encoders is
to optimize each layer successively and regardless of impact
on higher layers: the residual signal after each stage or layer is
encoded using the same optimization techniques employed in
single layer or non-scalable coding. For instance, in two-lay-
ered scalable AAC (illustrated in the left part of Fig. 1), the
audio signal is divided into frames similar to non-scalable
AAC. Each frame is transformed to the frequency domain,
and the transform coefficients are perceptually quantized and
coded following the same process as in the non-scalable AAC
encoder. A psychoacoustic model generates the per-frequency
band masking thresholds required in the quantization module.
These quantized coefficients now form the coarse base layer.
The residue or quantization error spectrum from the base layer
is then encoded with finer resolution into the enhancement
layer, via the same non-scalable AAC encoding process. Note
that this scheme can be easily extended to include more en-
hancement layers. Formal evaluation of such a scalable AAC
codec [5] has shown that although the enhancement layers im-
prove the perceptual quality beyond that of the base layer, there
exists a significant performance gap compared to a non-scalable
AAC encoder operating at the same cumulative bit-rate. In
[6] and [7] it was demonstrated that despite employing an RD
optimal AAC coder at every layer, the scalable AAC fails to
match the performance of a non-scalable codec. This limitation
critically impedes the practical deployment of such systems.
For instance, in a client-server application that utilizes such a
scalable codec, clients subscribing to a higher bit-rate version
are impacted with a more severe “scalability penalty”, and
are in fact experiencing signal quality inferior to the bit rate
expended. This led providers to revert to the wasteful practice
of storing multiple copies of the audio file encoded at different
quality levels/bit-rates.
Motivated by these observations we propose a method that

enables performance tradeoffs between different layers of the
scalable coding scheme. Rather than minimize separate RD cost
functions for each layer successively and regardless of impact
on higher layers, the proposed technique endeavors to minimize
a single cost function that incorporates the relative importance
of different layers via a weighted combination of their indi-
vidual RD costs. Since the exact joint optimization of this amal-
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Fig. 1. Existing scalable coder with successive optimization of layers (left) versus proposed join optimization of the layers (right).

gamated cost function over encoding parameters of all layers
incurs complexity exponential in the number of layers, an alter-
native iterative optimization technique is proposed. Similar to
existing scalable coding techniques, the proposed iterative op-
timization works on one layer at a time. However, in a signifi-
cant departure from current techniques, the cost function min-
imized at each layer accounts for the impact of encoding deci-
sions made in that layer on the rate and distortion in all layers.
Each iteration refines the parameter choices, successively for
each layer, until convergence.
The proposed approach is first demonstrated in the setting of

scalable AAC (illustrated in the right part of Fig. 1). The op-
timal AAC encoding parameters in each layer (scalefactors and
Huffman code books) are chosen such that a single cost func-
tion (a weighted combination of costs in different layers) is min-
imized under multiple constraints (one per layer, either on the
bit-rate or the distortion). Trellis-based techniques for optimal
non-scalable AAC parameter selection, developed previously
by our research group in [6]–[8] are leveraged and incorporated
as building blocks for the proposed algorithm. Objective and
subjective evaluations demonstrate the effectiveness of the pro-
posed approach. The results also demonstrate the technique’s
capability to achieve improved performance at higher layers, at
a cost to the lower layers: a characteristic clearly appealing to
the server-client applicationmentioned previously. Note that the
proposed technique is an encoder only modification and retains
compatibility with the standard bitstream syntax.
Subsequently, we extend the proposed approach to encom-

pass High Definition AAC (HD-AAC), a scalable-to-lossless
(SLS) encoding standard. In HD-AAC, audio is encoded into a
base AAC layer that ensures state-of-the-art perceptual quality
and backward compatibility with legacy decoders, while the
residue from this base layer is encoded in fine-grained SLS
enhancements that enable bit-exact reconstruction. HD-AAC
without the perceptually coded base layer forms the SLS
“non-core” (NC) codec, which reportedly achieves better
lossless compression than HD-AAC [9], albeit with a poor per-
ceptual quality at intermediate (lossy) bit-rates. The parameters
of HD-AAC are currently selected in a manner similar to other
scalable coders, i.e., the parameters of the base layer and the
SLS enhancements are selected successively and regardless of
impact on higher layers. This clearly ignores the fact that the
residual signal after base-layer coding, and in turn its lossless
compression by SLS, is largely determined by the choice of
AAC encoding parameters. Thus we propose selecting AAC
encoder parameters, while explicitly accounting for its ef-
fects on subsequent SLS encoding via a single combined cost
function, in line with our approach for scalable AAC. This

algorithm clearly enables a trade-off between the perceptual
(and lossy) coding performance at the AAC core, and the
overall lossless compression. Simulations provide evidence
that careful optimization achieves “the best of both worlds”,
namely, an AAC core of very good perceptual quality, and
lossless coding performance comparable to (and in some cases
surpassing) that of the SLS NC codec.
Preliminary results for disparate components of the proposed

approach have appeared in [10] (scalable AAC) and [11] (scal-
able-to-lossless). This paper subsumes the earlier publications
within a unifying Lagrangian framework, including complete
and detailed optimization techniques, extensive subjective lis-
tening test results, and explicit treatment of convergence and
complexity of the proposed approach.
The related literature includes prior work on RD optimized

audio coding and scalable audio coding. In [6] and [7] a
trellis-based approach was proposed for optimal encoding
parameter selection for each frame in single layer audio coding.
A low-complexity sub-optimal alternative was proposed in
[12]. A mixed integer linear programming-based solution to
the same problem was proposed by Bauer and Vinton in [13].
The approach in [7] was extended in [8] to incorporate delayed
decisions, i.e., optimizing decisions over multiple frames.
Notable prior work on scalable audio coding include [14] on
optimal scalable quantization for the weighted mean square
error criterion, [15] where embedded zerotree algorithms are
employed, [16] which compares different fine-grained scalable
audio coding schemes, and [17] where a perceptually scalable
TWIN-VQ based audio coding algorithm is proposed. While an
extensive search of the existing literature yielded no prior work
that considered joint optimization of multiple layers in scalable
audio coding, it is noteworthy that this research direction has
been pursued in scalable video coding [18], [19].
The paper is structured as follows. Background on scalable

AAC and HD-AAC is provided in Section II. The RD problem
is formulated in Section III. The current approach of succes-
sive optimization of each layer regardless of impact on higher
layers is described in Section IV. The proposed iterative joint
optimization technique is detailed in Section V. Results are pre-
sented in Section VI, and the paper concludes in Section VII.

II. BACKGROUND

This section provides background information on scalable
audio coding schemes most relevant to this paper: i) scalable
AAC [1], which is a large-step scalable coding scheme that
consists of several AAC layers; and ii) SLS audio coding [20],
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which provides fine-grained enhancements over a core percep-
tual codec, typically AAC, and which can ensure lossless recon-
struction. We first describe the AAC base layer codec employed
in either case.

A. Base Layer Codec: AAC

MPEG AAC is a highly flexible codec which can be operated
according to several profiles and with many optional tools. For
simplicity, but without loss of generality, this work employs the
AAC Low Complexity (AAC LC) profile and excludes optional
tools such as block switching, temporal noise shaping, etc. The
description of the reference base-layer codec is as follows.
1) Base-Layer Encoder: The AAC encoder first segments

the original audio signal into 50% overlapped frames of
samples each . Let an audio file consist of such
frames. A modified discrete cosine transform (MDCT) is em-
ployed to produce transform coefficients per frame. We de-
note by , , the transform coef-
ficient of frame . These transform coefficients are grouped into
frequency bands, referred to as scalefactor bands (SFBs). All

the coefficients in an SFB of a frame are now quantized using
the same quantizer, which is a generic AAC quantizer scaled by
a parameter called the scalefactor (SF), to produce the quantized
coefficient indices . The quantization indices in a frame ,

are given as:

(1)

where is the floor function and is the SF index (the
superscript specifies that the variable under consideration
belongs to the base layer). The purpose of these scalefactors
is to shape the quantization noise differently in each frequency
band. This noise shaping is generally performed with the help
of a psychoacoustic model, and aims to minimize the perceived
distortion, typically calculated as the noise-to-mask ratio. The
quantization indices within an SFB are encoded with the same
Huffman codebook (HCB), denoted as . The AAC bit-
stream consists of the entropy-coded quantized coefficients and,
as side information, one SF and one HCB index per SFB. The
SF values are differentially encoded, and the HCB indices are
run-length encoded across SFBs. Note that when all coefficients
of SFB are quantized to zero, then is set to 0, and no ad-
ditional information is sent for this SFB. It is important to note
that the standard only dictates the decoder part of the codec.
The encoder is thus not standardized and may be implemented
in various ways, for instance, a different quantization rule could
possibly be used [21]. We use in this paper the public-domain
encoder described in the informative part of the MPEG stan-
dard.
2) Base-Layer Decoder: The AAC decoder unpacks the en-

tropy coded quantization indices, and inverse quantizes them
using the decoded SFs, resulting in the reconstructed coeffi-
cients given by

(2)

An inverse MDCT transforms the quantized coefficients back
to the time domain.

B. Scalable AAC

In the scalable AAC codec the base layer reconstruction error
is successively refined by the enhancement layers, each time
employing the same quantization and coding process as in the
base layer. For simplicity of exposition we focus in this paper on
a two-layered scalable AAC codec. The base layer is encoded as
previously described. The enhancement AAC layer is encoded/
decoded as follows.
1) Enhancement-Layer Encoder: Abase-layer AAC decoder

within the scalable AAC encoder reconstructs the coefficients
via (2). The reconstruction error in the base layer is

(3)

This reconstruction error is requantized using the same generic
AAC quantizer in each SFB, but with possibly different SFs

, thus producing the enhancement layer indices

(4)

The enhancement layer quantization indices are encoded with
HCBs . The enhancement bitstream is similar to the base-
layer AAC bitstream, and consists of entropy-coded quantiza-
tion indices, as well as enhancement layer SF and HCB indices
as side information.
2) Enhancement-Layer Decoder: The scalable AAC decoder

can either decode only the base-layer to produce the coeffi-
cients , or decode both layers to obtain refined coefficients

, where the enhancement correction
is the requantized base layer reconstruction error, given

by

(5)

An inverse MDCT is finally employed to obtain the decoded
time domain signal.
3) Notation for Scalable AAC Parameters: We denote the

base layer encoding parameters by and the
enhancement layer parameters by , for every
frame , with , and

, . The complete set of base
and enhancement layer encoding parameters is summarized in

, and , re-
spectively, with the overall set .

C. MPEG SLS Coding

InMPEG SLS, the residue from the base layer (or core) codec
is encoded in fine-grained enhancements that enable an ultimate
lossless reconstruction, when needed. Although theMPEG stan-
dard [20] does not mandate a fixed choice of the core codec, we
describe our approach in the setting of the popular HD-AAC
profile [22] that employs an AAC LC coder in the base layer.
Since our primary focus in the SLS case is on an approach that
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trades-off the perceptual quality of the base layer with the loss-
less compression performance of the SLS encoder, we hence-
forth employ the term ‘SLS layer’ or ‘enhancement layer’ in
conjunction with HD-AAC loosely, to refer to the entirety of
fine-grained enhancements. Note, however, that the SLS stan-
dard does allow partial decoding of fine-grained enhancements,
corresponding to a lossy reconstruction. For simplicity, we do
not consider performance at these fine-grained enhancements in
our optimization problem.
1) SLS Encoder: The lossless compression feature ne-

cessitates the use of a reversible integer transform known as
IntMDCT in the base layer encoder, that closely approximates
standard MDCT. The integer coefficients are then coded by
the AAC quantization and coding module to produce a base
layer bitstream compatible with the basic AAC standard.
Subsequently, an error mapping process calculates the residual
coefficients that are coded into the SLS enhancement layer. If
all the base layer quantized coefficients in an SFB are zeros
(i.e., ), the band is referred to as an explicit band
and the mapped error is simply equal to the original
coefficients, i.e., . If not, the band is said to be an
implicit band, and the mapped error is

(6)

where denotes the base layer quantized coefficient index
and is the boundary closer to zero of the AAC quan-
tizer cell with index , and is given , as

(7)
for , and . Finally, the mapped error is
encoded using either bit-plane Golomb codes (BPGC) or low
energy mode codes (LEMC) [20], both of which are bit-plane
arithmetic codes (note that another option of context-based
arithmetic coding, standardized as part of [20], is not permitted
in HD-AAC [22]). In bit-plane coding, the magnitude of error
coefficients in SFB is expressed in -bit binary repre-
sentation as

(8)

where is the most significant bit (MSB)-plane in SFB .
The parameter is deduced from the AAC quantizer cell
widths if SFB is an implicit band, else it is differentially en-
coded and sent to the decoder as side information. Note that the
mapped error and the MSB-planes are determined
by the AAC core. Thus the only free encoding parameters in
the SLS enhancement layer are the so called ‘lazy bit-plane’
parameters [4], that characterize the binary distribution
of bits in each SFB, and control the arithmetic coding oper-
ation. The bits in each SFB are encoded using BPGC
if , else LEMC is used. The parameter

for each SFB is Huffman coded and sent as side infor-
mation. Thus the SLS enhancement layer bitstream consists of
the arithmetic-coded mapped error and the side information of
the MSB-planes and the lazy bit-plane parameters.

2) SLS Decoder: The SLS decoder converts the arithmetic
coded bits in the enhancement layer to a bit-exact reconstruc-
tion of the mapped error which, along with the AAC base layer
information, provides an exact reproduction of the IntMDCT
coefficients. Finally, an inverse IntMDCT results in a lossless
time-domain reconstruction of the original audio signal.
3) Notation for SLS Parameters: The same notation as in

the scalable AAC case applies at the base layer. The encoding
parameters in the SLS enhancement layer are given by

for every frame .

III. THE SCALABLE ENCODER OPTIMIZATION PROBLEM

A prerequisite for specification of a rate-distortion optimiza-
tion problem is the definition of the distortion metric. We de-
fine the overall distortion of an audio file in terms of the widely
employed noise-to-mask ratio (NMR), which is calculated for
each SFB as the ratio of the quantization noise energy to a noise
masking threshold provided by a psychoacoustic model [23],
[24]. The per-SFB NMR, for the base layer, depends on the SF
value and is defined as

(9)

where is the masking threshold in SFB of frame . While
NMR is commonly accepted as a simple and effective estimate
of the perceptual distortion in a given SFB of a given frame,
there are various ways to combine such NMRs, computed for
each SFB in each frame, into a single overall distortion for
the entire audio signal. Recent work (e.g. [8]) proposed sev-
eral simple distortion metrics obtained by averaging or maxi-
mizing NMR over SFBs and/or frames. We use in this paper the
max-max NMR (MMNMR), defined as:

(10)

It can be argued that minimizing the maximum NMR across
SFBs and frames ensures that the NMR is approximately
the same in all time-frequency tiles, which has a perceptu-
ally pleasing effect as confirmed via informal listening tests,
and hence the choice of MMNMR as the distortion metric.
Moreover, this metric simplified the derivation of optimization
techniques proposed in this paper.
Similarly, the per-SFB NMR in the enhancement layer is

given by

(11)

It is important to note that the enhancement layer distortion
is obtained after decoding both the base-layer and the enhance-
ment-layer. This distortion thus depends on the choice of the
base layer SF, , as well. The enhancement layer MMNMR
is then,

(12)
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Recall that we consider the entirety of the fine grained enhance-
ments in SLS coding as a single layer that provides lossless re-
construction (and thus zero distortion). Therefore the above def-
inition of enhancement layer distortion is relevant only to the
case of the scalable AAC codec.
We denote by the bit-rate consumed in the base

layer of frame and by the cumulative bit-rate
consumed by the base and enhancement layers of frame . Note
that the cumulative bit-rate is influenced by base layer param-
eters in part because the rate contribution from the enhance-
ment layer depends on the base layer reconstruction error it
codes, which in turn is determined by . The overall base
layer and cumulative bit-rates are denoted by and

, respectively, which are, naturally, averaged
over the frames.

(13)

A. The Rate-Constrained Problem

In most applications, the bit-rate at different layers is con-
strained and a weighted sum of distortion in both layers needs to
be minimized. In the case of scalable AAC this rate-constrained
optimization is specified as follows:

(14)

where are the target base layer and cumulative bit-
rates. The weight enables a performance trade-off between the
two layers.
In the MPEG SLS case, a bit-rate constraint is specified only

for the base-layer. The distortion in the enhancement layer is
zero, and the aim is to achieve a trade off between the loss-
less compression bit-rate (the cumulative bit-rate of the AAC
base layer and SLS enhancement) and the base-layer distortion.
Thus, the optimization problem is now specified as:

(15)

These optimization problems can be extended in a straightfor-
ward manner to include bit-rates and distortions of multiple
layers, e.g., more than two layers in the scalable AAC. How-
ever, we restrict this paper to two layers for notational and pre-
sentation simplicity.

B. The Distortion-Constrained Problem

A dual specification of the rate-distortion optimization
problem in the scalable AAC case is in terms of distortion
constraints:

(16)

where are the target distortions in each layer. Note
that the solution to the rate-constrained problem in (15) can be
obtained by iteratively solving (17) under different distortion
constraints andweights: if the solution to (17) under an initial set
of constraints does not meet the given rate-constraints of (15),

, , then can be altered suitably and the optimization
in (17) redone. The process is repeated until the required con-
straints are met.
The appeal of such an approach to solving a rate-constrained

problem as a sequence of distortion-constrained problems lies in
the following. By the definition of MMNMR, the overall distor-
tion constraints in (17) are equivalent to the per-SFB constraints
below:

(17)

for all and . This observation, along with
(13), significantly simplifies the overall optimization problem
in (17), by decomposing it into per-frame minimizations of
the form

(18)

In contrast, a direct solution of (15) would entail considerable
complexity as the rate constraint is for the entire duration of the
signal.
In the MPEG SLS case, as the enhancement layer distortion

is exactly zero, there is only one condition for the distortion-
constrained problem, i.e.,

(19)

Similar to the scalable AAC case, the overall optimization
problem in (19) is decomposed into per-frame minimiza-
tions of the form

(20)

IV. CURRENT APPROACH: SEPARATE LAYER OPTIMIZATION

The prevalent method for selecting encoding parameters in a
two-layer scalable audio codec is to optimize each layer inde-
pendently and successively. This section briefly describes the
application of this technique in the frameworks of scalable AAC
and SLS audio coding.

A. Independent Optimization of Layers in Scalable AAC

The AAC coding parameters for the base-layer are chosen
first, such that a criterion measuring the base-layer distortion
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is minimized and the base-layer rate constraint, , is met.
With the base-layer coding parameters now fixed, the residue to
be coded at the enhancement layer is known. The enhancement
layer parameters are now chosen such that the distortion at that
layer is minimized, while meeting the constraint on the
cumulative bit-rate. Since the layers are optimized successively
and regardless of impact on higher layers, the same optimization
tool as in the non-scalable AAC encoder can be employed at
each layer. Typically, existing encoders analyze each frame of
the audio file individually, and select the SFs and HCBs for each
layer of the frame via sub-optimal low-complexity techniques
(see e.g. [25], or [26]). These approaches provide a selection of
encoding parameters that meets the rate-constraints, however it
cannot ensure that the choice is optimal in terms of minimizing
the distortion criterion.
In [6] and [7] a trellis search-based technique was proposed

that is an RD optimal technique for parameter selection in a
single AAC layer. This trellis approach analyzed the audio file
one frame at a time, and ensured the optimal selection of param-
eters for individual frames. The intra-frame approach in [7] was
further enhanced in [8] to jointly optimize encoding decisions
for all the frames of the audio file. In other words, the latter work
solved the base-layer optimization problem defined by (15) with

. Note that the trellis-based single layer optimization tool
of [8] can itself be employed successively at each layer in scal-
able AAC, with resulting improved performance over existing
scalable encoders that employ sub-optimal techniques at each
layer. Since the emphasis of this paper is on the benefits of joint
optimization of all layers in scalable coding as opposed to the
independent and successive optimization of each layer, we will
consider as leading competitor or reference a scalable AAC en-
coder that employs the trellis method of [8] to successively op-
timize each layer. We emphasize again that this reference is in
itself an improvement over existing scalable encoders that em-
ploy suboptimal techniques. As an aside, note that the mixed in-
teger linear programming-based approach proposed in [13] can
serve as an alternative to the intra-frame trellis of [7].
In [8] the rate-constrained optimization problem (15) with

, is solved via the intermediate distortion-constrained
problem (17) with (or equivalently the per-frame mini-
mizations specified by (19)). Since , the distortion cost in
(19) is independent of the choice of enhancement layer param-
eters , and can thus be solved exactly with the intra-frame
trellis in [7]. While we briefly describe this technique here, the
interested reader is deferred to [7] or [8] for a detailed explana-
tion.
For each audio frame, a trellis with stages, each stage corre-

sponding to one SFB, and nodes in each stage corresponding to
all possible combinations of SF and HCB values, is constructed.
The algorithm then consists of three steps:

1) The MDCT coefficients in each SFB are quantized and
entropy coded with all allowed combinations of SF and
HCB values. The corresponding distortions (per-band
NMRs) and number of bits to encode the coefficients in
the SFB are calculated.

2) The trellis nodes are populated with these rate and
distortion values. Only the states that satisfy the distortion
constraint in (19) are retained. Transitions between states
are associated with bit costs required to differentially
encode SFs and run-length encode HCB values.

3) Viterbi algorithm is then employed to find the path
through this trellis that minimizes the cost function in
(19). With this is simply the base-layer rate. The
optimal path gives the optimal base layer SFs and HCBs
for the frame that satisfy the distortion constraint in (19).

This trellis-based optimization is employed in each frame to
solve (17). If the base-layer rate , thus obtained, does
not meet the rate constraint in (15), the distortion constraint

is modified and the trellis-based optimization is redone.
Details of the updating mechanism is described below:

1) Solve (17) with distortion constraint .
2) If , set , assign ,
where is a constant greater than 1, and redo the
optimization with the updated distortion constraint .

3) If , set , assign ,
and redo the optimization with the updated distortion
constraint .

4) Repeat either 2) or 3) until results in a rate less than
the constraint and results in a rate greater than the
constraint.

5) Update and redo optimization.

6) If , then , else .
7) End algorithm if and ,
else goto 5).

Once the base-layer target rate is achieved, the resulting residual
signal is encoded at the enhancement layer by application of the
same technique so that the bit-rate for that layer alone meets
the constraint , thus satisfying the cumulative rate
constraint .
Clearly, this reference scalable AAC framework that succes-

sively optimizes the base and enhancement layers cannot en-
sure that a overall cost function, such as the weighted sum of
per-layer distortions in (15) or the weighted sum of per-layer
rates in (17), is minimized. Since the base layer optimization
only considers the minimization of the base layer distortion

or rate , optimal coding performance at the en-
hancement layer is always limited by the choice of the base layer
parameters . Consequently, the overall distortion with both
layers is significantly higher than the optimal perfor-
mance of a single layer coder operating at bit-rate .

B. Independent Optimization of Layers in SLS

In the SLS case, a non-scalable AAC encoder modified
to incorporate the IntMDCT is typically employed at the
base-layer. Most existing implementations utilize sub-optimal
low-complexity techniques for AAC parameter selection (see
Section IV-A). The ‘mapped error’ from the base-layer (see
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Section II-C-1) is then encoded by selecting the lazy bit-plane
parameters via a suitable algorithm such as the heuristic
approach suggested in [4]. Note again that the layers are suc-
cessively optimized.
The reference SLS encoder we employ in this paper im-

proves upon this design by utilizing the trellis-based approach
described Section IV-A for optimal AAC parameter selection
at the base-layer. Given this choice of base layer parameters,
the lazy bit-plane parameter for each SFB (which can only take
one of 3 standard prescribed values) is chosen by an exhaustive
search over all possible values of for the set that minimizes
the enhancement layer bit-rate, in contrast to the heuristic
approach in [4]. Note that the fine-grained enhancements are
arithmetic coded, and hence an exact number of bits to encode
the enhancement layer can only be obtained by actually coding
the residual signal with a given choice of . In order to circum-
vent the complexity inherent in performing this coding process
for all possible choices of , we approximate the bit-rate
calculation thus: the rate for encoding bit is estimated as
the entropy ,
where is the probability assignment of the BPGC (or
LEMC) coder for the bit-plane with . Note that
with this approximation in place the SLS bits for individual
SFBs can be calculated, and the best value of can be found
independently for each SFB , thus considerably reducing the
exhaustive search complexity.
Obviously, the reference SLS framework provides optimal

performance at the AAC base layer, i.e., it minimizes
under rate constraint . However, this optimization is my-
opic in that it fixes the parameters regardless of the im-
pact on subsequent lossless encoding of the residue. Thus, the
overall lossless compression rate may be considerably
higher than in the absence of an AAC base-layer, i.e., if the en-
tire signal was encoded by a ‘non-core SLS’.

V. PROPOSED APPROACH: JOINT OPTIMIZATION OF LAYERS

From the prior discussion it is obvious that the successive
optimization of layers benefits the base-layer at the expense
of performance at enhancement layers. In case of a streaming
service for customers with disparate bandwidth limitations (or
with subscription types of different quality levels), this ap-
proach favors the lowest rung customer who can afford only the
base-layer. However, in order to maintain economic viability
of such a service, a tradeoff needs to be balanced between the
streaming quality provided to different customer types. This
observation motivates the approach proposed herein, which
jointly optimizes the choice of parameters for all layers by
accounting for their effects in a single cost function.
The proposed method first considers the solution to the in-

termediate distortion-constrained problem (17), to eventually
find a solution for the original rate-constrained problems (15)
or (15). This section describes the proposed optimization tech-
nique, separately, for the scenarios of scalable AAC, and the
MPEG SLS.

A. Joint Optimization of Layers in Scalable AAC

In Section IV-A we briefly described the trellis-based opti-
mization technique to solve (17) when . One can envision
a direct extension for the case , by simply increasing the
number of states in each stage of the trellis to correspond to
all combinations of both base and enhancement layer SFs and
HCBs. The rate cost in each node would now be a weighted (by
) combination of base and enhancement layer bits for that SFB,
and only such nodes are retained in the trellis where both base
and enhancement layer distortion constraints (see (17)) are sat-
isfied. The path through this extended trellis with minimum total
cost corresponds to the optimal choice of base and enhance-
ment layer parameters that solve (17). Typically an SF in any
layer could be one of 60 different values, and there is a choice
of 12 HCBs for each SFB. Therefore, when (i.e., only
base layer optimization) a conservative estimate of the number
of states in each stage of the trellis is . When

both base and enhancement layer parameters are to be op-
timized, and the number of states increases to ,
and the number of transitions in the trellis increases to .
In other words, although the trellis search in [7] has complexity
linear in the number of SFBs, its extension as described above
to scalable AAC has complexity exponential in the number of
layers.
In order to circumvent this undesirable complexity we pro-

pose an alternative simplified, albeit efficient, trellis-based it-
erative solution. Specifically, the parameters of the two layers
are successively and iteratively optimized with a separate trellis
for each layer. In any particular iteration, the base layer opti-
mization involves minimization of the cost function in (17) over
all , while assuming that is unchanged from the pre-
vious iteration, in a trellis which now only requires to be pop-
ulated with base layer parameters. Note that although only the
base layer is optimized in this step, the approach is still signif-
icantly different from the existing method in that, the weighted
cost function ensures that the base layer parameters are selected
with a conscious accounting of their effect on the enhancement
layer coding. Subsequently, is fixed and the same weighted
cost function is minimized over all choices of , in a trellis
which now contains only enhancement layer parameters. This
latter enhancement layer optimization step is still similar to the
standard approach, as given (and hence ), the mini-
mization of the cost function in (17) is simply equivalent to min-
imization of the enhancement layer bit-rate, .
Multiple iterations of these two steps of base and enhancement
layer optimizations are performed until convergence. Since each
step of the iteration only optimizes one layer the complexity of
the trellis is not exponential in the number of layers anymore.
We note that, unlike the full extended trellis, the simplified it-

erative approach does not guarantee an optimal solution. How-
ever, on account of the weighted cost function it minimizes, and
due to the multiple iterations of base and enhancement layer
optimization, it still ensures a better RD performance than ex-
isting encoders. Obviously the first iteration of base layer opti-
mization requires some initialization of the enhancement layer
parameters . Since the performance of iterative optimiza-
tion may be sensitive to initialization, we adopt an “informed”
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initialization via the preliminary base layer optimization sum-
marized below:

Algorithm I: Scalable AAC—Preliminary base layer
optimization

1) The nodes in the base layer trellis for each frame are
populated with base layer distortion and rate costs
corresponding to different SF and HCB values. In every
node of the trellis the quantization error/residual in
MDCT coefficients is preserved. Only states that satisfy
the base layer distortion constraint in (19) are retained.

2) For each of these retained nodes an enhancement layer
SF and HCB value is found to encode the quantization
residual, such that the enhancement layer distortion
constraint is satisfied, and the number of bits required
to entropy code the quantized residual in that node is
minimized. Note that, at this point each state of the base
layer trellis in a frame is associated with SF and HCB
values for both base and enhancement layers.

3) Each state of the base layer trellis is now associated with
a new cost, that is a weighted combination (via ) of the
number of bits consumed in the two layers, to encode the
quantized MDCT coefficients in the SFB.

4) Transitions between states are similarly associated with a
weighted bit cost that accounts for the bits to differentially
encode corresponding SFs, and run-length code HCB
values, at both layers.

5) Viterbi algorithm is employed to find the path through
the trellis in frame that minimizes the cost function in
(19), which provides a first approximation of . The
procedure repeated in each frame yields a first choice of

.

With this first choice of now available, the iterative pro-
cedure for optimization can now be followed:

Algorithm II: Scalable AAC—Distortion-constrained
optimization

1) Run Algorithm I to find an initial choice of .
2) Repeat the following steps until an exit condition is
satisfied:
a) Optimize the enhancement layer, i.e., find via
trellis-based technique to minimize the weighted
cost in (17), given the base layer is encoded with the
current choice of .

b) Optimize the base layer, i.e., find via
trellis-based technique to minimize the cost in (17),
assuming that the residue will be encoded with the
choice of found in step 2(a).

Note that the Algorithm II is guaranteed to converge, as at
each iteration, given the parameters of one layer, the trellis-
based technique optimally selects the parameters of the other

layer to minimize the overall cost function. That is, the overall
cost at every iteration is monotonically non-increasing. How-
ever, note that the solution thus obtained is only guaranteed to
be locally optimal.
The solution to the rate-constrained problem in (15) is de-

rived from the solution to the distortion-constrained setting. We
simply solve the distortion-constrained problem for multiple
distortion constraints, and different values of the parameter
till we find a solution that meets the rate constraints in (15). This
algorithm is summarized below:

Algorithm III: Scalable AAC—Rate-constrained optimization

1) Initialize the parameter , and the distortion constraints
and .

2) Solve (17) for the given distortion constraints and
parameter via Algorithm II.

3) If the base layer rate constraint is not met, change
and go to step 2.

4) If the cumulative rate constraint is not met, change
and go to step 2.

5) Calculate the cost function of (15). Retain the solution if
the cost has reduced compared to its previous stored value.

6) End algorithm if an exit condition is satisfied, else store
current cost value, change and repeat steps 2 to 5.

We initialize and update and via amethod similar to
the updating algorithm described in Section IV-A. While
can be updated similarly, to simplify the experiments, we search
for the best within a fixed number of equally spaced values
between 0 and 1. Note that as is selected from a fixed set,
Algorithm III is not subject to convergence concerns.

B. Joint Optimization of Layers in SLS

Similar to the case of scalable AAC, the proposed solution
for SLS optimization first considers the intermediate problem
(19), to eventually solve (15). However, here the intermediate
problem (19) is solved without recourse to any iterative pro-
cedure. The proposed optimization employs one single-layer
trellis for the AAC base-layer, which is modified to include
the cost of encoding the SLS enhancement layer. Each node
of this trellis is associated with a particular value of SF, and
hence also with specific quantized base layer spectral data and
‘mapped error’ to be coded into the SLS layer for the SFB.
Thus, each node of this trellis has a corresponding value of
the MSB-plane , and an optimal value of the lazy plane
parameter obtained via the exhaustive search approach
described in Section IV-B. Thus the node can also be associ-
ated with the number of SLS bits for the SFB estimated via
the approximation in Section IV-B. The best encoding parame-
ters (including SFs, HCBs, and the lazy plane parameters) are
now found by minimizing the total weighted cost in (19) by the
Viterbi algorithm. The overall optimization process for problem
(19) is summarized below.
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Algorithm IV: SLS—Distortion-constrained optimization

1) The nodes in the base layer trellis are populated with base
layer distortion and rate costs corresponding to different
SF and HCB values. Only states that satisfy the base layer
distortion constraint in (20) are retained.

2) For each of these retained nodes the mapped error is
computed and an exhaustive search is performed to find
the optimal SLS parameters . For this optimal ,
the estimated enhancement layer bit-rate for coding the
mapped error and the parameter is preserved.

3) Each state of the base layer trellis is now associated with
a new cost, that is a weighted combination (via ) of the
number of bits consumed in the two layers, to encode the
intMDCT coefficients in the SFB.

4) State transitions are now associated with appropriate bit
costs to differentially encode corresponding SFs, HCBs,
and (MSB)-planes parameters.

5) Viterbi algorithm is employed to find the path through this
trellis that minimizes the cost function in (20). The best
path gives the optimal per-frame base layer parameters

. This is repeated for each frame to obtain the optimal
parameters .

The solution to the rate-constrained problem (15) is obtained
by solving the distortion-constrained problem for multiple dis-
tortion levels, and different values of the parameter until a
solution that meets the rate constraint in (15) is obtained. The
algorithm is summarized below:

Algorithm V: SLS—Rate-constrained optimization

1) Initialize the parameter , and the distortion constraint
.

2) Solve (19) for the given distortion constraint and
parameter via Algorithm IV.

3) If the base layer rate constraint is not met, change
and go to step 2.

4) Calculate the cost function of (15). Retain the solution if
the cost has reduced compared to its previous stored value.

5) End algorithm if an exit condition is satisfied, else store
current cost value, change and repeat steps 2 to 4.

We initialize and update and via a method similar to
the scalable AAC case.

VI. RESULTS

In this section, evaluation results of the proposed optimiza-
tion methods are provided. First, results for the two-layered
scalable AAC are discussed. Subsequently results for the SLS
case are presented.

A. MPEG Scalable AAC

The experimental setting compared three coders:

Fig. 2. Base layer bit-rate and total bit-rate of the two layers (averaged over
the 4 test items) for scalable AAC experiments with distortion constraints. The
proposed coder clearly provides a trade-off between optimality at the two layers.

• A single layer (non-scalable) AAC coder employing trellis
based optimization (denoted NS-AAC).

• The reference scalable AAC coder described in
Section IV-A that employs separate optimization of
layers via a per-layer trellis (denoted Ref-SAAC).

• The proposed scalable AAC coder of Section V-A with
joint optimization of layers (denoted Prop-SAAC).

All coders employed a simple psychoacoustic model with
fixed signal-to-mask ratios similar to the MPEG-VM reference
software. The coders were evaluated using a standard MPEG
dataset, designed for the evaluation of low bit-rate audio
coding. For computational and evaluation expediency, a subset
of the dataset was created, by selecting one item per category,
and extracting the first 5 seconds of each audio file (which are
mono at 48 kHz). This resulted in the following test dataset:
• Speech signal: vocal (vega)
• Single instrument: harpsichord (harp)
• Simple sound mixture: plucked strings (stri)
• Complex sound mixture: orchestral piece (orch)
1) Distortion-Constrained Optimization Results: The first

experiment considers the optimization problem with distortion
constraints (17). The constraints were chosen as
and , as using these in the non-scalable coder re-
sulted in an average bit-rate (over the 4 audio items) of 16 and 32
kbps respectively. The proposed scalable coder was optimized
for different values of the parameter and
the resultant base and total bit-rates averaged over the 4 audio
items are shown in Fig. 2. For comparison, the figure also shows
the bit-rates achieved by the non-scalable coder and the refer-
ence scalable coder.
The results confirm that the proposed scalable coder provides

a tradeoff between base layer versus enhancement layer perfor-
mance, in terms of rate required to achieve the prescribed distor-
tion, which is controlled by the parameter. The non-scalable
coder bounds the rate achievable at each layer distortion. The
reference scalable coder achieves one extreme of the tradeoff
(optimality only at base layer).



720 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 21, NO. 4, APRIL 2013

Fig. 3. Cost function value (averaged over the 4 test items) for scalable AAC
experiments with distortion constraints. Note that the proposed coder cost is
always lower than the reference coder cost.

Fig. 4. Distortion at the base and enhancement layers (averaged over the 4 test
items) for scalable AAC experiments with rate constraints. The proposed coder
clearly controls the performance tradeoff between the two layers.

For completeness, in Fig. 3 we plot versus the minimum
distortion-constrained cost (17), achieved by the proposed
scalable coder, as well as the corresponding cost curves for
the reference scalable coder, and the lower bound given by the
rates achieved by the non-scalable coder. Clearly, the proposed
scalable coder always outperforms the reference scalable coder,
with performance gains monotonically increasing with .
2) Rate-Constrained Optimization Results: The second ex-

periment considers the rate constrained problem (15), with con-
straints set at and . The pro-
posed scalable coder was optimized for different values of the
parameter using Algorithm III (described
in Section V-A). The base and enhancement layer MMNMR
distortions (averaged over the 4 audio items) achieved by the
proposed scalable coder for different values of are shown in
Fig. 4. The figure also includes for comparison, the MMNMR
distortions achieved by the non-scalable coder and the reference
scalable coder.
Similar to the case of distortion-constrained optimization,

these results demonstrate that the proposed scalable coder
provides a tradeoff between base layer and enhancement layer
performance, in terms of distortion achieved at the prescribed
rate, which is controlled by parameter . The non-scalable
coder bounds the distortion achievable at each layer rate. The

Fig. 5. Cost function (weighted sum of base and enhancement layerMMNMR)
for scalable AAC experiments with rate constraints, averaged over the 4 test
items. The y-axis is on a linear non-dB scale of MMNMR. Note that the pro-
posed coder cost is always lower than the reference coder cost.

reference scalable coder achieves one extreme of the tradeoff
(optimality only at base layer).
In Fig. 5 we plot versus the minimum rate-constrained cost

(15), achieved by the proposed scalable coder, as well as the cor-
responding cost curves for the reference scalable coder, and as
lower bound the distortions achieved by the non-scalable coder.
The figure clearly shows that the proposed scalable coder al-
ways outperforms the reference scalable coder, and that the dif-
ference increases with .
Finally, a MUSHRA listening test was conducted to evaluate

subjective quality. The proposed scalable coder (at and
) was compared with the reference scalable coder and

the non-scalable coder. The following 9 versions of each of the
4 audio items were evaluated:
• Hidden reference (Ref)
• 3.5 kHz low-pass anchor (Anc)
• Base layer of the reference scalable coder at 16 kbps (same
as the non-scalable coder at 16 kbps)

• Base layer of the proposed scalable coder with at
16 kbps

• Base layer of the proposed scalable coder with at
16 kbps

• Base + Enhancement layers of the reference scalable coder
at cumulative rate of 32 kbps

• Base + Enhancement layers of the proposed scalable coder
with at cumulative rate of 32 kbps

• Base + Enhancement layers of the proposed scalable coder
with at cumulative rate of 32 kbps

• The non-scalable coder at 32 kbps
The test items were presented in random order to 10 expert lis-
teners, and scored on a scale of 0 (bad) to 100 (excellent). The
average scores for all items and the 95% confidence intervals are
given in Fig. 6. The results clearly demonstrate the substantial
loss in performance (of more than 20 points onMUSHRA scale)
at the enhancement layer of the reference scalable coder com-
pared to the non-scalable coder at the same bit-rate. In contrast,
the proposed scalable coder can improve the enhancement layer
performance by 10 MUSHRA points with , and about
20 MUSHRA points with , the latter statistically indis-
tinguishable from the performance of the non-scalable coder.
Note that the impact on the performance of the base layer is
minimal at both and .
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Fig. 6. MUSHRA listening test results for scalable AAC experiments: average scores for all items (with 95% confidence interval). For the scalable coders, bit-rates
are cumulative up to the layer indicated.

B. MPEG SLS

In this experimental setting the following three coders were
compared:
• The non-core SLS coder (noted NC-SLS).
• The reference SLS coder described in Section IV-B that
employs independent optimization of layers (noted Ref-
SLS).

• The proposed SLS coder of Section V-B with joint opti-
mization of layers (noted Prop-SLS).

The AAC core used in the reference SLS coder and the pro-
posed SLS coder employs the same psychoacoustic model as the
scalable AAC experiments. All the three encoders use the “op-
timal” selection of the parameters in the SLS enhancement
layer (as introduced in Section IV-B). In the distortion-con-
strained setting, i.e., when is constrained for the reference
and proposed SLS coders, the “base-layer” for the non-core
SLS is chosen by truncating the SLS bitstream such that for
each frame the distortion constraint is satisfied, and the cor-
responding “base-layer” bit-rate is calculated as the average
the number of bits per-frame in the truncated bitstream. In the
rate-constrained setting, with as the base-layer bit-rate con-
straint, one approach to generate the “base-layer” for the non-
core SLS bitstream could be to simply truncate each SLS frame
to have exactly number of bits (i.e., constant bit-rate), and
the resulting MMNMR (across SFBs and frames) can be used
for comparison. However, this would be unfair to the non-core
SLS coder as it would not benefit from a variable bit-rate base
layer, as the other coders do. Thus, in order to mimic a variable
bit-rate base-layer (with a target average bit-rate of ) in the
non-core SLS case, we implemented the following approach:
the SLS bitstream is truncated under a distortion constraint
and the average bit-rate calculated. If the rate constraint is
not met, the distortion constraint is changed and the SLS
bitstream re-truncated. When the target constraint is met,

is the “base-layer” MMNMR of the non-core SLS coder
that is compared against that of the reference and proposed SLS
coders.
The experiments were conducted with audio data test de-

signed for scalable-to-lossless audio coding (as used in pre-
vious work on SLS [4], [9]). This testing set originates from
the MPEG lossless audio coding task group [27] and consists of
15 audio sequences each 30 seconds long, single channel and
sampled at 48 kHz.

Fig. 7. Base layer rate and total lossless compression rate (averaged over all
test items) for SLS experiments with distortion constraint. The proposed coder
clearly controls the performance tradeoff between the two layers.

1) Distortion-Constrained Optimization Results: This ex-
periment considers the distortion-constrained optimization
problem (19). The constraint for the base layer was chosen
as , as using this in the reference SLS coder
resulted in an average bit-rate of 64 kbps. The proposed SLS
coder was optimized for different values of the parameter

and the resultant base layer and total
bit-rates averaged over all audio items are shown in Fig. 7. For
comparison, the figure also includes bit-rates achieved by the
non-core SLS coder and the reference SLS coder.
The results first show that, at the base layer, the non-core SLS

coder substantially underperforms the reference SLS coder, as
it is not optimized to minimize perceptual distortion, and vice
versa at the enhancement layer. Then the results confirm that
the proposed SLS coder provides a tradeoff between base layer
performance, in terms of rate required to achieve the prescribed
distortion, and the lossless compression rate, which is controlled
by parameter , whereas the reference SLS coder implements
the extreme tradeoff point achieving optimality only at the base
layer.
In Fig. 8 we plot, versus , the difference in distortion-con-

strained cost (19), relative to the reference SLS coder, achieved
by the proposed SLS coder and by the non-core SLS coder. The
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Fig. 8. Distortion-constrained cost differences relative to reference SLS coder,
averaged over all test items. Note that the proposed coder cost is always lower
than both reference and non-core SLS coder costs.

Fig. 9. Distortions at the base layer and total lossless compression rate (aver-
aged over all test items) for SLS experiments with rate constraint. The proposed
coder clearly controls the performance tradeoff between the two layers.

figure clearly shows that the proposed SLS coder always out-
performs the reference SLS coder in terms of the cost function,
with performance gainsmonotonically increasing with .More-
over, it always outperforms even the non-core SLS in terms of
the same metric.
2) Rate-Constrained Optimization Results: The next experi-

ment considers the problem with base layer rate constraint (15),
set at . The proposed SLS coder was optimized
for different values of the parameter
using Algorithm V (described in Section V-B). The base layer
MMNMR distortions and the total lossless compression rate
achieved by the proposed SLS coder for different values of
are shown in Fig. 9. The figure also includes for comparison the
MMNMR distortions and total rates achieved by the non-core
SLS coder and the reference SLS coder.
Similar to the case of distortion-constrained optimization, the

results first show that, at the base layer, the non-core SLS coder
substantially underperforms the reference SLS coder as it is not
optimized to minimize perceptual distortion, and vice versa at
the enhancement layer. Then the results confirm that the pro-
posed SLS coder provides a tradeoff between base layer per-
formance, in terms of distortion achieved at the prescribed rate,
and the overall lossless compression rate, which is controlled
by parameter , whereas the reference SLS coder implements

Fig. 10. Rate-constrained cost differences relative to reference SLS coder, av-
eraged over all test items. Note that the proposed coder cost is always lower
than both reference and non-core SLS coder costs.

the extreme tradeoff point achieving optimality only at the base
layer.
In Fig. 10 we plot, versus , the difference in rate-constrained

cost (15), relative to the reference SLS coder, achieved by the
proposed SLS coder and by the non-core SLS coder. It is evi-
dent that the proposed SLS coder always outperforms the ref-
erence SLS coder (and also non-core SLS) in terms of the cost
function optimized, with performance gains monotonically in-
creasing with .
In the next experiment, we evaluated the base layer quality

with a more realistic perceptual measure of Objective Dif-
ference Grade (ODG) given by the PEAQ method (ITU-R
BS.1387-1 [28], as implemented in the AFsp library [29]), and
the lossless performance was evaluated via the compression
ratio. Note that similar evaluation was conducted in previous
SLS work (e.g., [4]). The average and individual results of all
files at base layer constraint of 64 kbps, for the non-core SLS
coder, the reference SLS coder, and the proposed SLS coder (at

and ) is given in Table I.
The results again confirm that the non-core SLS coder’s base

layer quality is substantially worse than that of the reference
SLS coder, while its lossless performance (the compression
ratio) is better. The results also show that the proposed SLS
coder at can achieve ‘best of both worlds’ with same
excellent base layer quality as the reference SLS coder and
same lossless compression ratio as the non-core SLS coder.
Then by increasing , the proposed SLS coder continues to
trade-off base layer quality to achieve even better lossless
compression ratio.
Finally, a MUSHRA listening test was conducted to evaluate

subjective quality. The base-layer of the proposed SLS coder
(at and ) was compared with the base-layer of
the reference SLS coder and the non-core SLS coder decoded
at the corresponding rate. Amongst the files used for the PEAQ
evaluation, we conducted the listening tests with 6 audio items:
3 of these items had better PEAQ scores for the reference SLS
coder (cherokee, dcymbals and waltz) and 3 of them had better
PEAQ scores for the proposed SLS coder with (etude,
flute and violin). 10 listeners participated in the test. The av-
erage scores for all items and the 95% confidence intervals are
given in Fig. 11. The results clearly indicate that the proposed
SLS coder with achieves subjective quality statistically
similar to the reference SLS coder and outperforms the non-core
SLS coder, corroborating the PEAQ results in achieving ‘best
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TABLE I
COMPARISON OF THE REFERENCE SCALABLE SLS CODER, NON-CORE SLS CODER, AND THE PROPOSED SLS CODER (UNDER TWO OPTIMIZATION SETTINGS:

AND ): THE BASE-LAYER (64 kbps) OF THE CODECS ARE COMPARED IN TERMS OF ODG SCORES W.R.T THE UNCODED ORIGINAL AS
CALCULATED BY PEAQ. THE LOSSLESS ENHANCEMENT-LAYER OF THE CODECS IS COMPARED IN TERMS OF THE COMPRESSION RATIO

Fig. 11. MUSHRA listening test results comparing base-layer quality of the
SLS coders: average scores for all items (with 95% confidence interval). The
compression ratio (cr) for each SLS coder is also given.

of both worlds’. The proposed SLS coder can further trade base
layer quality for improved lossless compression ratio, which is
highlighted by the MUSHRA scores for , where the
base layer quality of the proposed SLS coder is indeed lower
than that of the non-core SLS coder albeit at a significantly im-
proved compression ratio.

C. Complexity

The algorithm complexity is evaluated by measuring the
computation time on a recent computer (Intel Core i5 750 @
2.67 GHz, 6 GB RAM). The computation times averaged over
all test sequences and normalized by the average test file length,
is provided in Table II.
The computation times for distortion-constrained optimiza-

tion show that the proposed scalable AAC coder is 3 times more
complex than the reference scalable AAC coder, which itself is
3 times more complex than the non-scalable AAC coder, and
the proposed SLS coder is 2.5 times more complex than the ref-
erence SLS coder, which itself is 4 times more complex than the
non-core SLS coder.

TABLE II
COMPUTATION TIMES, AVERAGED OVER ALL TEST SEQUENCES AND

NORMALIZED BY THE AVERAGE TEST FILE LENGTH

For the rate-constrained problem, we evaluated the compu-
tation times of the proposed joint-optimization approach for a
single value. Results show that the proposed scalable AAC
coder is 15 times more complex than the reference scalable
AAC coder, which itself is 5 times more complex than the non-
scalable AAC coder, and the proposed SLS coder is 2.5 times
more complex than the reference SLS coder, which itself is 5
times more complex than the non-core SLS coder. Note that to
get the -optimized solution for the proposed coder, its compu-
tation time will scale up by the number of iterations over .
While we perform an exhaustive search over equally spaced
fixed number of values, a more efficient solution with very
few iterations could be used in practice.

VII. CONCLUSION

This paper proposes a novel approach to scalable audio en-
coding that jointly optimizes the parameters of all layers via
a single cost function incorporating the relative importance of
different layers, in contrast with the common practice of op-
timizing each layer successively and regardless of impact on
higher layers. The proposed approach is applied in conjunction
with two standard scalable audio coding formats, namely scal-
able AAC and MPEG SLS. Experimental results for scalable
AAC show substantial performance gains, in terms of objective
and subjective quality metrics, over the commonly employed
“myopic” successive optimization of layers, at the cost of a
reasonable increase in complexity. Results for the SLS codec
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demonstrate that improvement in lossless compression can be
achieved at minimal compromise of the perceptual quality of
the AAC layer, and conversely that the presence of a superior
AAC core does not preclude excellent lossless compression per-
formance.
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