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ABSTRACT

Scalable video coding suffers from the under-utilization of base
layer information, where usually only the reconstruction in the base
layer is used for enhancement layer prediction. Prior work from our
lab proposed an optimal estimation-theoretic (ET) approach for qual-
ity scalable coding, wherein the estimates are obtained by utilizing
all the available information from base layer quantization interval
and enhancement layer distribution for transform coefficients. While
this approach was proposed for fixed block size encoding, modern
codecs employ variable block size quadtree structured partitioning,
which results in different partitions at base layer and enhancement
layer based on the rate-distortion trade-off, thus makes the base layer
information not directly usable in the enhancement layer. Other
new tools such as hybrid transform and the rate-distortion optimized
quantizer (RDOQ) also have an impact on the information available
for optimal estimation. In this paper, we generalize the ET frame-
work for quality scalable video coding to account for the quadtree
structured partitioning, hybrid transform and the RDOQ adjustment.
Experimental evidence is provided for consistent coding gains over
standard SHVC.

Index Terms— Scalable video coding, prediction, transform,
quantization, quadtree partitioning

1. INTRODUCTION

Modern video applications (streaming, broadcasting, etc.) operate
on RTP/IP [1] networks for real-time services, which is character-
ized by a broad range of connection qualities and receiving devices.
To adapt to the differences in the end-user devices’ capabilities and
network conditions, scalable video coding (SVC) was proposed and
adopted as extensions to video coding standards of H.264 [2] and
HEVC (SHVC) [3]. SVC allows the video sequences to be encoded
“progressively”, i.e., a video sequence encoded at one quality can be
enhanced to a higher quality by adding a refinement bitstream, suc-
cessively any number of times. In this hierarchical structure, even if
the top refinement bitstreams are lost due to temporary constraints
in the network, the rest would still be a valid decodable bitstream.
Specifically, bitstream at the lowest quality is referred to as the base
layer (BL), while bitstreams at higher qualities are referred to as the
enhancement layers (EL). In addition to quality scalability, there is
also spatial and temporal scalability where the resolution and frame
rate varies between layers.

A critical challenge that limits the practical use for SVC is how
to exploit the BL information effectively in the ELs, especially in the
EL prediction. In the SVC standards [2, 3], the BL reconstruction
can be used as an additional reference frame for EL motion compen-
sation, and the BL motion vectors can be used to predict EL motion
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Fig. 1. An example of different partitions at base and enhancement
layer.

vectors. In [4], a pyramid approach is proposed where the inter-
polated BL residual is used to predict the EL residual. In [5, 6],
a subband coding approach is proposed where the different resolu-
tions of subband data are obtained from different layers. A linear
combination of EL and BL with three additional weighting types is
introduced in [7]. A rate-distortion (RD) optimized selection be-
tween the above approaches is proposed in [8, 9]. While all the prior
approaches try to exploit the BL reconstruction for EL prediction,
none of them utilize the BL quantizer information in the transform
domain, which gives the exact region that the original value lies in.
Prior work from our lab [10] exploits this quantization interval in-
formation and combines it with the transform coefficients distribu-
tion information in EL from an estimation-theoretic (ET) viewpoint,
which provides the theoretically optimal EL prediction. A follow-up
work on this [11, 12] significantly extended it to the spatially scal-
able video coding with considerable coding gains.

However, as more advanced tools are being developed for video
coding, the ET approach has not been updated to account for them.
One critical new tool to be supported is the quadtree block parti-
tion [13], which provides significant flexibility and hence commonly
used in modern video coders. With this tool, the BL and ELs are
generally partitioned differently due to their different rate-distortion
trade-offs, as shown in Fig. 1. This mismatch in partitions obviously
carries over to the transform domain, and thus the BL interval infor-
mation cannot be directly combined with the EL distribution infor-
mation as proposed in ET prediction. The hybrid transform adopted
by HEVC [13] and proposed for the next generation video codec
JVET [14] greatly expand the family of transform kernels and leads
to more variations in the distribution of transform coefficients, which
needs to be accounted for properly. The rate-distortion optimized
quantizer (RDOQ) [13], where the quantized index is adjusted to
achieve better rate-distortion performance, results in erroneous inter-
val information, i.e., the quantization interval does not always con-
tain the true value of the coefficients, which also needs to be taken
into account.



In this paper, we generalize the ET framework to account for
the advanced tools of quadtree partitioning, hybrid transform, and
RDOQ for quality scalable video coding. To account for partitioning
mismatch, we first use EL prediction parameters to generate trans-
form coefficients distribution at BL transform unit size, then com-
bine this with BL quantization interval information as in the standard
ET approach, and finally transform this to generate final ET predic-
tion in the EL prediction unit size. To account for the various types of
transform, we train the distribution parameters for DCT, ADST and
transform skip (TS) at different target bitrates separately, and apply
them in tandem for hybrid transform. We adjust the quantizer inter-
val information accounting for the RDOQ to avoid inaccurate inter-
val information. The proposed approach is implemented in SHVC
and compatible with all the existing features with no additional over-
head and negligible additional complexity. Consistent gains across
video sequences at different resolutions are presented to prove the
efficacy of the approach.

2. BACKGROUND: ET PREDICTION

The ET approach for EL prediction is formulated as an estimation
problem of the current sample given all the available information.
Without loss of generality, we assume there are only two layers,
which are coded in a quality scalable encoder. For each sample in the
EL, there are two sources of information available: EL reconstruc-
tion of prior samples, and the parameters (reconstruction, prediction,
compressed residual, quantization parameters, etc.) associated with
the BL coder for the same sample.

In a single-layer coder where only one information source is
available, the prediction, x̃, can be derived via motion compensation
or intra prediction. The residual, x − x̃, is then transformed, quan-
tized, and sent to the decoder. It has been shown in prior work [15,
16, 17] that the DCT coefficients of the residual, ε, can be approx-
imated by a Laplacian distribution centered at zero, λ

2
exp(−λ|ε|).

Therefore, the DCT coefficients, xT , of the actual pixel value, x,
would follow the same Laplacian distribution centered at the predic-
tion in the transform domain x̃T , i.e.,

f(xT | x̃T ) = λ

2
exp(−λ|xT − x̃T |). (1)

The modern quantizer is hence designed as an uniform dead-zone
quantizer based on the distribution and the quantization parameters
(QP).

In a two-layer SNR scalable coder where two sources of infor-
mation are available from BL and EL, the BL reconstruction is usu-
ally used as an additional reference and combined with EL predic-
tion, either linearly as in the standard [3], or via other suboptimal
approaches [4, 5, 6]. However there is more information available
from the BL prediction and QP. Given quantized residual index ib

and QP, we know the exact interval (a, b) associated with ib. If x̃bT

is the BL prediction in the transform domain, we have

εb = xT − x̃bT ∈ (a, b), (2)

xT ∈ (x̃bT + a, x̃bT + b). (3)

Similar to (1), the EL prediction, x̃eT , provides the distribution in-
formation, f(xT | x̃eT ) = λ/2 exp(−λ|xT − x̃eT |), and (3) pro-
vides the interval information from BL that indicates the region the
original value would fall in. Together we have a truncated Laplacian
distribution, as shown in Fig. 2, the centroid of which would be the

Fig. 2. The distribution for transform coefficients (the centroid of
the shaded region is its optimal ET prediction)

best estimation for xT (also referred to as ET prediction in the rest of
the paper),

x̃eTET = E(xT | xT ∈ (x̃bT + a, x̃bT + b), x̃eT )

=

∫ x̃bT+b

x̃bT+a
xT f(xT | x̃eT )d(xT )∫ x̃bT+b

x̃bT+a
f(xT | x̃eT )d(xT )

. (4)

3. ET PREDICTION WITH PARTITIONING MISMATCH
BETWEEN LAYERS

In modern video codecs such as HEVC [13], each video frame is di-
vided into 64×64 blocks (referred to as CTU), then each of them can
be further split recursively into different sizes of coding units (CU)
in a quadtree structure. At each leaf node of the quadtree, a CU can
be further partitioned (rectangularly) into different prediction unit
(PU), each associated with a motion vector or intra prediction mode.
After the prediction, each CU is further split recursively in a similar
quadtree method to different sizes of transform units (TU). In gen-
eral, finer partition leads to better coding quality (less distortion) but
at a higher bitrate. Depending on the target bitrate (or target quality)
requirement, the encoder makes the partition decision based on the
rate-distortion cost, which is a Lagrangian formula defined for the
rate-distortion trade-off. ELs and BL are coded at different qualities,
thus usually have different partition decisions across layers (as an
example shown in Fig. 1).

As described in Section 2, in the ET approach, the BL interval
information lies in the transform domain thus is determined by the
BL TU sizes. However, if the BL TU is not aligned with EL PU, this
interval information cannot be directly used with the transform do-
main distributions for EL prediction. Although, as a naive approach,
we can make them compatible by performing a linear transform
(from one size to another) either on the interval information or on
the distribution information, it is neither effective or practical. Per-
forming a linear transform on the interval information means finding
the overall support region of a linear objective function, y = cT x,
with xi ∈ (ai, bi]. This overall region would be, y ∈

⋃
Ri, where

Ri = (ciai, cibi] if ci ≥ 0, and Ri = [cibi, ciai) if ci < 0. This
would result in a much larger interval for y, and sometimes lead to
meaningless information of (−∞,∞) whenever any of the variables
in x has no interval information available (e.g., due to RDOQ as ex-
plained later). Performing the linear transform on the distribution
involves a set of convolution operations, which are too complicated
to be practical.

Instead, we propose an elegant and optimal solution, where we
exploit the linearity property of expectations. From Section 2, we
know the ET prediction for the EL, as in (4), is the centroid (a.k.a.



(a) Case 1 (b) Case 2 (c) Case 3

Fig. 3. Three cases of the partition mismatch between the EL PU
(black line) and BL TU (blue dotted line)

the expectation) of the distribution for each transform coefficient,
which by linearity property follows,

E(Y) = E(ATXA) = ATE(X)A. (5)

Therefore, instead of performing the linear transform on the inter-
val information or the distribution information, we directly work on
the expectations, which retains the optimality of ET prediction even
after any linear operation. To preserve flexibility for further TU par-
titioning after the prediction, we transform the ET prediction back
to the pixel domain. Hence for our framework, X represents the
transform domain coefficients in BL TU size, Y represents its corre-
sponding pixels, and A corresponds to the inverse transform kernel.
Specifically, we first transform the EL prediction in the same size as
X to obtain x̃eT , then calculate the optimal ET prediction E(X) via
(4), and finally calculate E(Y) using (5). Transforming the EL pre-
diction (in a PU) in the size of the BL TU involves blocks merging,
extending and cropping. Depending on the mismatch of partitions,
we consider the following three different cases:

• Case 1: The BL TUs are inside the EL PU (see Fig. 3(a)).
The EL PU is divided into small blocks that are aligned with
BL TU. For each small block, the EL prediction is converted
into transform domain to compute the optimal ET prediction
using (4). Then we get the corresponding pixel domain ET
prediction for each small block using (5), and finally merge
them together to get the optimal ET predicted EL PU.

• Case 2: Part of the BL TU is outside the EL PUs (see
Fig. 3(b)). We could simply merge the EL predictions in
different PUs, but this would introduce delay since the pre-
diction of all the required PUs might not be available at the
same instant. Instead, for each EL PU, we extend the EL
prediction to the BL TU size using the same motion vector,
and transform it to get the optimal ET prediction using (4).
Then we get the corresponding pixel domain ET prediction
using (5), and copy the corresponding prediction to the EL
PU region. Also in this case, if it is intra predicted in the EL,
we skip ET prediction due to lack of boundary information
for extending beyond EL PU region.

• Case 3: An EL PU covers multiple BL TUs, some of which are
fully inside the EL PU and some extend outside (see Fig. 3(c)).
We transform such an EL PU using the same size as BL TUs
via both division and extension. For the BL TUs fully inside
an EL PU, we divide the EL PU into the same sizes as the BL
TUs as we do in case 1; for those partly outside an EL PU,
we extend the prediction to the size of BL TU as we do in
case 2. The optimal ET prediction in pixel domain for all the
divisions and extensions are merged together as the overall
prediction.

The full block diagram of the EL prediction framework with ET
scheme in scalable video coding with quadtree structured partition-
ing is shown in Fig. 4. In the traditional EL prediction without the
ET scheme (the red block), the only information exploited from the
BL is the motion vector and the reconstruction, while with the ET
scheme we are also using the partition and quantization interval in-
formation from the BL. For each effective EL prediction via mo-
tion compensation or intra direction, we enhance it using the ET
approach, and compare it with the BL reconstruction and use the
best one as prediction. Note that although in principle the BL re-
construction is contained within the interval information, we noticed
that directly referencing from base layer sometimes yields better
rate-distortion performance due to savings in side information. The
residual is then transformed and quantized using the most optimal
TU quadtree structure. One of the future research directions will be
to further exploit and account for the BL partition information while
optimizing the CU/TU partition in EL.

It has been shown that DCT is not always the best separable
transform to approximate KLT. Hence, modern video coders, such as
HEVC, employ hybrid transform (DCT, ADST) for better decorrela-
tion under certain conditions, and transform skip (TS), where quan-
tization is done directly in pixel domain. Though the Laplacian dis-
tribution assumption for transform coefficients is usually only valid
for DCT, we extend it to ADST and TS, and train the λ for the three
different transform types, following the maximum-likelihood esti-
mation, with N number of samples as,

λ =
N∑N−1

i=0 |xTi − x̃eTi |
. (6)

Since statistics of prediction, x̃eT , also depend on QP and transform
block size, we train separate λ for different range of QPs and for
each block size. We then employ these λ adaptively according to the
QP and block size chosen by the encoder.

To improve the overall performance, rate-distortion optimized
quantizer (RDOQ) was introduced in recent video coding standards.
For each residual transform coefficient, in addition to its correct
quantizer magnitude L, the encoder also considers two additional
magnitudes L − 1 and 0, and chooses the one with the lowest RD
cost. Similarly, the encoder also has the option to eliminate a whole
coefficient group (which is usually 4 × 4) if it is cost effective.
The skip mode (where the residual of the whole block is set to
0) is also used quite often when the bitrate budget is low. All of
these techniques contribute significantly in improving the RD per-
formance, but they also result in inaccurate interval information if
derived solely from the quantization index. [11] dealt with a simpler
variation of RDOQ in H.264 by disabling the ET prediction for a
certain corner case. But in SHVC, we need a more robust approach
to address the problem. Let’s denote the quantizer interval asso-
ciated with index ib as Iib = (aib , bib ]. Since we employ regular
quantizers, the intervals of neighboring indices are consecutive, i.e.,
ai+1 = bi. We propose a more robust rule to account for RDOQ by
expanding the BL interval information in the following way:

• If ib = 0, set the interval as I−1

⋃
I0

⋃
I1 = (a−1, b1]

• If ib > 0, set the interval as Iib−1

⋃
Iib = (aib−1, bib ]

• If ib < 0, set the interval as Iib
⋃
Iib+1 = (aib , bib+1]

• If ib = 0 for all the transform coefficients in the block,
then this block is very likely to be coded in skip mode,
where no interval information is available, i.e., the interval is
(−∞,∞), and thus the ET prediction x̃eTET is the same as the
EL prediction x̃eT .



Fig. 4. The EL framework block diagram in SHVC with ET prediction

4. EXPERIMENTAL RESULTS

To evaluate the performance, the proposed ET framework is imple-
mented in SHM 8.0, and is compared to standard SHVC with two-
layer quality scalability. Eleven test sequences were tested in the
lowdelay P configuration, each with four bitrate points: BL QPs (25,
30, 35, 40) combined with an EL QP offset of -3 (which results in a
BL bitrate of about half of the total bitrate). Similar to [11], we use
a look-up table to store the centroid offset within the interval, which
significantly reduces the complexity of the ET framework.

We conducted three sets of experiments to show the effective-
ness of the proposed ET framework. In our first experiment, we
evaluate the prediction gain purely from the blocks that have valid
ET prediction in EL (i.e., these blocks have valid base layer inter-
val information available). As shown in Table 1, the ET prediction
framework provides an average 2.47dB gain in prediction (equiva-
lent to 45% reduction in prediction error). However, in practice, only
3% to 15% of the blocks (depending on the bitrate) have a valid in-
terval information from base layer, which largely dilutes the overall
gain. In our second experiment, we compare the overall RD perfor-
mance of the SHVC with ET framework and the standard SHVC,
and get an average of 3.3% reduction in bdrate [18], as shown in
the “Standard ET-SHVC” column of Table 2. This dilution also sug-
gests a future research direction of jointly optimizing BL and EL,
where interval information is introduced in BL so as to benefit the
ET prediction in EL.

To show that we have effectively tackled the challenges due to
the quadtree structured partitioning, hybrid transform, and RDOQ,
we conducted a third experiment where ET framework is applied
on a constrained SHVC where none of the above tools are enabled.
In this third experiment, all the block sizes are forced to be 8 ×
8, DCT is used as the only transform and RDOQ is disabled. The
performance of the original ET framework in this limited version of
SHVC over the baseline is shown in the “Constrained ET-SHVC”
column of Table 2, with an average of 3.18% reduction in bdrate.
We achieve a similar and consistent gain in our proposed framework
with all the tools enabled, which proves its effectiveness in practice.

5. CONCLUSION

This paper generalizes the ET framework to manage the mismatch
in quadtree structured partitioning at different layers, by exploiting
the linearity property of estimations to convert information between
different partitions. The parameter of the transform coefficient dis-
tribution is separately trained for different types of transform, block
sizes and QPs. And a more robust way of exploiting the BL quantiza-
tion interval information is proposed to avoid erroneous information
due to the RDOQ adjustment. Experimental results demonstrate the

Table 1. Prediction gains for blocks with valid ET prediction in EL

Prediction Gain
BQMall (480p) 2.67 dB

BasketballDrill (480p) 1.69 dB
Keiba (480p) 3.00 dB

FourPeople (720p) 2.07 dB
Johnny (720p) 0.75 dB
Vidyo1 (720p) 1.29 dB
Cactus (1080p) 2.77 dB

BasketballDrive (1080p) 2.89 dB
BQTerrace (1080p) 1.78 dB

Kimono (1080p) 5.05 dB
ParkScene (1080p) 3.20 dB

AVERAGE 2.47 dB

Table 2. Overall bitrate reduction of the ET framework

Standard
ET-SHVC

Constrained
ET-SHVC

BQMall (480p) 3.43% 3.99%
BasketballDrill (480p) 4.21% 2.43%

Keiba (480p) 2.13% 0.29%
FourPeople (720p) 3.88% 4.83%

Johnny (720p) 2.92% 3.64%
Vidyo1 (720p) 3.23% 4.43%
Cactus (1080p) 4.41% 3.92%

BasketballDrive (1080p) 2.84% 1.41%
BQTerrace (1080p) 2.45% 4.13%

Kimono (1080p) 3.12% 1.12%
ParkScene (1080p) 3.94% 4.78%

AVERAGE 3.32% 3.18%

effectiveness of the proposed technique with consistent gains over
standard SHVC. Future research directions include the joint opti-
mization of BL and EL, and further exploitation of BL partition in-
formation.
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