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ABSTRACT

The MPEG-H 3D audio standard applies singular value decomposi-
tion (SVD) to the input higher order ambisonics data, then encodes
each predominant (foreground) sound component independently us-
ing a standard core audio codec. The residual (background) signal
is encoded in the ambisonic domain. This paper is motivated by the
observations: i) separate coding of SVD components ignores spatial
inter channel masking effects; ii) compression in both SVD and am-
bisonic domains is difficult to perceptually optimize; iii) Only few
predominant components are encoded due to the prohibitive side in-
formation cost of specifying SVD basis vectors. The proposed cod-
ing architecture overcomes the first two concerns by performing all
compression in the SVD domain with a masking threshold that is cal-
culated jointly for all encoded components, thereby accounting for
cross-component masking. The third shortcoming is circumvented
by a novel method for extending a given set of SVD basis vectors
at no side information cost, by computing (at both encoder and de-
coder) basis vectors to span the null space of the transmitted basis
vectors. Experimental results provide evidence for substantial ob-
jective and subjective gains.

Index Terms— Higher order ambisonics, spatial audio coding,
audio compression, 3D audio

1. INTRODUCTION

Creating interactive and immersive experiences is currently an area
of significant interest, with major investment in virtual and aug-
mented reality covering all aspects of content acquisition, storage,
transmission, and display/playback. Achieving a truly immersive
experience requires new formats for multimedia content, and in par-
ticular three-dimensional (3D) 360-degree audio, to represent infor-
mation in a 3D space. The higher order ambisonics (HOA) paradigm
[1, 2, 3, 4] is a surround sound recording and reproduction tech-
nique that captures information of a 3D sound-field in its transmis-
sion channels. The key benefit of HOA is its flexibility to enable
playback with any speaker configuration ranging from headphones
to complex surround sound systems, thus allowing for a diverse vari-
ety of approaches to create an immersive experience. In practical ap-
plications, HOA data can include as many as 64 channels and given
the enormous amount of data consumed by 3D audio, it is critical to
achieve efficient compression for networking and transmission.

The recent MPEG-H 3D audio standard [5] is the state-of-the-
art for compression of HOA data. The encoder utilizes SVD to
extract and encode distinct spatial audio objects, also refereed to
as predominant or foreground sound components, which requires
the SVD transform matrices to be encoded and sent to decoder as
side information. The residual signal, not captured by the predomi-
nant components, is encoded in the ambisonics domain after it has

been reduced in order, where the remaining ambisonic channels
are called ambient or background components. Each foreground or
background component is fed into a separate standard audio codec
where it is independently encoded. Broadcast quality transmission
and transparent quality transmission have been reported [6, 7] at
bit-rates around 300 kbps and 500 kbps, respectively. However, one
central concern with this framework, is the occasional mismatch be-
tween principal components across blocks, that could create abrupt
transitions between adjacent frames. MPEG-H 3D employs an elab-
orate process of basis vector matching and interpolation to address
this issue, however the transitions across frames remain sub optimal
and degrade performance in terms of the achievable compression
ratio and resulting perceptual quality. In our recent work [8], we
demonstrated that considerable gains can be obtained by performing
SVD in the frequency domain instead of on the original time se-
quence. This paradigm ensures smooth transitions between frames
by leveraging the modified discrete cosine transform (MDCT) built-
in overlap windows. This framework also offers the advantage of
adapting the optimal SVD to different frequency bands, instead of a
compromise decomposition for the entire spectrum.

Several stumbling blocks stand in the way of optimal spatial au-
dio coding. Psychoacoustic models and distortion measures that can
accurately account for human perception of 3D audio, and an ef-
fective optimization framework to find the encoding parameters that
minimize such a distortion metric, are both elusive and subjects of
ongoing research. Moreover, existing approaches only encode a few
predominant components, mainly due to the prohibitive cost in side
information. Consequently, a significant portion of the main HOA
data energy and directional information leaks back to the ambient
data, and MPEG-H 3D reverts to encoding the first order background
data to recapture some of this signal. The difficulty of optimizing the
encoding parameters is further exacerbated by the fact that the pre-
dominant sound components are encoded in the SVD domain, while
the ambient data are encoded in the ambisonics domain, and it is not
obvious how to properly account for masking effects and the con-
tribution of quantization noise in each coded component to the final
distortion. As a result, existing techniques default to the straightfor-
ward, though quite sub-optimal, route of encoding the predominant
and ambient components independently. The main shortcomings of
such approaches are that they completely neglect inter channel mask-
ing effects and fall short of realizing the full potential of SVD to
decompose the HOA data into sound components thus eliminating
spatial redundancies.

As a first “coarse” approach to achieve a proof of concept and
demonstrate the potential benefits of circumventing the above short-
comings, this paper proposes a novel encoding architecture where
only predominant components are encoded. The premise is that the
capability of SVD to extract and decorrelate distinct spatial audio
objects, should be fully exploited and, moreover, the setting allows

720978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019

Authorized licensed use limited to: Univ of Calif Santa Barbara. Downloaded on July 06,2021 at 22:56:18 UTC from IEEE Xplore.  Restrictions apply. 



SVD
Foreground Signal

generation

Reordering and
Interpolation

Background Signal
generation

MDCT

MDCT

Quantization and
Entropy Coding

Quantization and
Entropy Coding

HOA data U,Σ

V

Fig. 1. Overview of the MPEG-H encoder

for better handling of perceptual masking effects. To show the poten-
tial gains from accounting for inter-channel masking effects, a first
crude approach is proposed where the energy in a given frequency
band, averaged across predominant components, is used to calculate
the common quantization noise to masking threshold ratio for all en-
coded channels. The proposed framework, where all compression is
performed in the SVD domain, offers increased adaptivity compared
to existing techniques, as it encodes more predominant components.
To reduce the prohibitive burden of side information, we propose a
new paradigm that extends the set of predominant basis vectors with
an approximate complementary set, at no side information cost. Ex-
perimental results show that the proposed framework achieves sig-
nificant performance gains over conventional encoding methods.

2. BACKGROUND

2.1. HOA compression in MPEG-H 3D

The MPEG-H 3D encoder processes the input HOA data in overlap-
ping frames of length 2L. Let N = (M + 1)2 be the number of
ambisonics channels, where M is the ambisonics order. Then for
the data of frame f , denoted by Xf , a factorization of the following
form is obtained using singular value decomposition (SVD),

Xf = UfΣfV
T
f , (1)

where Xf is a 2L ×M matrix, Uf and Vf are unitary matrices of
sizes 2L × 2L and M ×M , respectively, and Σf is a rectangular
diagonal matrix whose non-zero elements on the diagonal are sorted
in decreasing order. Each of the N vectors in Uf (of length 2L sam-
ples) can be interpreted as representing normalized separated audio
signals that have been decoupled from any directional information,
and Σf stores the energy of these sound components. The spatial
characteristics are captured by individual columns of Vf , or basi-
cally the basis vectors of the SVD transform.

For each frame, Vf is truncated to the first r columns, which cor-
respond to the largest singular values, then differentialy quantized to
V̂f and sent to the decoder as side information. Predominant (fore-
ground) components are generated by projecting the original data
along the quantized basis vectors (columns of V̂f ) as,

Ỹf = Xf V̂f (V̂ T
f V̂f )

−1
. (2)

Note that the inverse factor on the righthand side is for renormaliza-
tion of the quantized basis vectors (to maintain unitarity). The fore-
ground components, which approximate the first r columns UfΣf ,
are then independently coded using MPEG’s core audio coded that
employs MDCT to exploit temporal correlations and psychoacoustic
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Fig. 2. Overview of frequency domain SVD as proposed in [8]

redundancies. However, there is no guarantee that the principal com-
ponents of the current frame retain the same order as in the previous
frame. Concatenating the predominant components across frames
and passing them to the core audio codec without accounting for this
reordering issue results in severe discontinuities across consecutive
frames that can reduce the achievable compression ratio and intro-
duce significant artifacts in the HOA reconstruction. Moreover, as
foreground components capture the original data projected along the
basis vectors, even small variations in V̂f can exacerbate the discon-
tinues at frame boundaries. To partially smooth these discontinues,
the encoder performs an elaborate process, where first the basis vec-
tors of adjacent frames ( columns of V̂f and V̂f−1 ) are matched for
a chosen criterion (e.g., correlation) using the Hungarian algorithm
[9]. Then the overlap section of these frames is projected along the
two matched basis vectors, and the resulting components are tempo-
rally interpolated.

The foreground approximation of the signal is mapped back to
the ambisonics domain and subtracted from Xf to produce the am-
bient (or background) sound components. The order of background
HOA data is then reduced (usually to first order) and each channel is
independently encoded using the standard core audio codec. A high
level block diagram for the MPEG-H approach is shown in Fig.1.

2.2. Frequency domain SVD and perceptual noise substitution

Although the elaborate matching and interpolation procedure em-
ployed by MPEG-H 3D achieves some smoothing of discontinu-
ities, the framework still suffers from suboptimal transitions between
frames which significantly degrade the codec performance. In a re-
cent work [8], we circumvented this fundamental shortcoming of
MPEG-H 3D by performing the spatial decomposition in the spec-
tral domain. In the revised framework, SVD is performed after
transformation by MDCT, which ensures smooth transitions between
frames, due to MDCT’s built-in overlap windows. This framework
also offers a major bonus: flexibility to make both the SVD and the
number of components to be retained, adaptive to the needs of spe-
cific frequency bands, instead of a compromise SVD for the entire
frame.

To map HOA data to the frequency domain, the encoder of
[8] applies MDCT to each ambisonics channel, separately. The
resulting L×M matrix, denoted by Sf , is divided into smaller fre-
quency bands, , i.e., ST

f = [ST
f1
ST
f2
... ST

fn ], where n is the number
of frequency bands with lengths l1, l2, ..., ln, where

∑
i li = L.

A different SVD decomposition can be optimized for each band
, Sfi = UfiΣfiV

T
fi

. Transform matrices, Vfis, are truncated to
first r columns, differentially quantized to V̂fi , and sent to the de-
coder as side information. Similar to (2), predominant components
for each band are obtained as Ỹfi = Sfi V̂fi(V̂

T
fi
V̂fi)

−1
, and are
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Fig. 3. A simple 3D example: the blue vector is sent to decoder, and
2 complementary vectors spanning the null space are computed.
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Fig. 4. Overview of the proposed encoder

concatenated to generate the foreground data for the entire frame,
Ỹ T
f = [Ỹ T

f1
Ỹ T
f2
... Ỹ T

fn ]. Predominant components are mapped back
to ambisonics domain to provide an approximation of HOA data in
spectral domain, S̃T

f = [S̃T
f1
S̃T
f2
... S̃T

fn ], where S̃fi = Ỹfi V̂
T
fi

, and
S̃f is subtracted from Sf to produce the background components.
The predominant and ambient sound components are fed to different
instances of core audio codec’s quantization and entropy coding
modules. The proposed approach is illustrated in Fig.2.

Finally, recall that, for rate considerations, MPEG-H 3D dis-
cards the higher order channels of the background (ambient) am-
bisonics data. The encoder fails to adequately compensate for the
content and energy of discarded components, which causes signifi-
cant suppression of ambient sound, and degradation of the perceptual
quality of the overall reconstruction. In [8] we proposed a technique
to mitigate this shortcoming by replacing the content of discarded
channels with noise designed to be perceptually relevant. Specifi-
cally, the signal in the discarded higher order background channels
is divided into the 49 critical frequency groups, and spectral flatness
is calculated for each group in each channel. The flatness values
of a frequency group are averaged over all channels and compared
to a threshold to determine if the content is “noise-like”. For each
“noise-like” group, the average energy is encoded similar to scale
factors, and sent to the decoder as side information. The decoder
generates perceptual noise for substitution according to the energy
profile specified across frequency groups [8].

3. PROPOSED APPROACH

Compression often involves an inherent tradeoff between the ben-
efits of adaptivity and its cost in side information. MPEG-H 3D’s

conversion of ambisonics data to the SVD domain opens the door to
effective adaptation to spatial configurations. But, in practice, such
adaptivity is severely restricted to very few predominant SVD com-
ponents (typically 4), due to the prohibitive cost in side information
to update the SVD basis vectors. In order to compensate for this
limitation, MPEG-H 3D employs an ad hoc “fix”, which consists of
mapping the residual of the foreground procedure back to the HOA
domain for background re-encoding to capture some of the loss. We
propose to instead overhaul the framework such that it maximizes
adaptivity by performing all compression in the SVD domain, but
at no additional cost in side information. The subterfuge is to add
basis vectors that span the null space of the predominant SVD com-
ponents specified to the decoder. These additional basis vectors can
be computed by encoder and decoder without side information.

Specifically, consider the set of r orthogonal vectors in the trun-
cated version of the transform matrix for frame f and frequency band
i, denoted by Vfi,SV D. The goal is to find other vectors orthogonal to
this set, i.e. g ∈ RM such that gTVfi,SV D = 0. In other words, we
seek vectors spanning the null space of Vfi,SV D. A trivial example in
3D is illustrated in Fig.3 where a principal vector (blue) is sent to de-
coder, which allows two additional vectors spanning the null space to
be computed. The original data is projected along these vectors and
the p vectors corresponding to highest energy signal components are
selected to extends the set of predominant vectors obtained by SVD
and are placed in a matrix denoted by Vfi,Null. The only additional
side information is an index specifying which p of the basis vectors
were selected. Thus the effective transform matrix is obtained by
concatenating Vfi,SV D and Vfi,Null as Vfi = [Vfi,SV DVfi,Null]. The
next step is to encode the r + p predominant components which are
obtained similar to Sec.2.2.

Without a good distortion measure that explicitly accounts for
perceptual artifacts caused by 3D audio coding, current approaches
encode all predominant and ambient sound components indepen-
dently, thus neglecting inter-channel dependencies and masking ef-
fects. Leveraging the above framework where all compression is
performed in the SVD domain, we propose a first “crude” frame-
work to provide initial but strong evidence for the potential gains
due to accounting for inter-channel masking effects. Specifically,
we jointly calculate masking thresholds for all channels.

Let us consider the simple psychoacoustic model with a fixed
signal-to-mask ratio, similar to the MPEG reference software. If we
denote the energy of the ith critical band by ei, then the masking
threshold for that critical band can be obtained as,

wi =

{
ciei ei > thr

0 otherwise,
(3)

Where ci is a pre-defined constant and thr is a global threshold
value. Unlike current approaches, we propose to use a common
masking threshold for all encoded channels, calculated from the av-
erage energy of all components, in a given band. Note that while we
employ a simple psychoacoustic model with a fixed signal-to-mask
ratio, the underlying approach based on the average energy can be
extended to more sophisticated models in a straightforward manner.
Finally, there is no background signal compression, and the residual
of the predominant components is converted back to the ambisonics
domain, but only for the purpose of perceptual noise substitution as
described in Sec. 2.2. Fig.4 depicts an overview of the proposed
encoder.
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4. EXPERIMENTAL RESULTS

We conducted objective and subjective tests to validate the effective-
ness of the proposed approach. The following codecs are compared
in our experiments:

• CMPEG: Our implementation of the MPEG-H codec as de-
scribed in Sec.2.1. Due to difficulty obtaining a working cur-
rent version of the MPEG-H encoder, we implemented our
own representative version of it, based on published patents
[10, 11] and the standard documentation [12]. Other than the
explicit differentiating contributions of the competing coders,
the competitors are identical in implementation, options en-
abled, etc.

• FSVD: Our frequency domain SVD framework proposed in
[8] and described in Sec.2.2.

• PROP: The approach proposed here and described in Sec.3.

In CMPEG and FSVD the number of foreground and back-
ground components were set to 4 each, while PROP uses 4 predom-
inant components from SVD and 4 additional components obtained
by the proposed null-space technique. Thus in all competing coders
a total of 8 components were encoded using the core audio codec.
Two coding modes are available per frame in FSVD and PROP, one
with a single band and the other with 4 frequency bands, where mode
switching is performed to minimize rate. Note that the core audio
encoders we used are standard compatible but not conventional, in
the sense that it achieves better optimization via a trellis approach to
select encoding parameters (scale factors and Huffman codebooks),
as described in [13]. The test database consisted of eight third-
order (16 ambisonics channels) HOA files provided by Google for
UCSB research, with diverse type of audio including speech, music,
singing with stationary and moving sound sources. The coders were
run to minimize the maximum quantization noise to masking ratio
(MNMR) criterion in all frequency bands for all encoded sound
components. The coders can adjust the value of MNMR to match
a given bit-rate. For both objective and subjective listening tests,
HOA data were converted to stereo signals using a binaural renderer.
The binaural renderer decodes HOA data to the positions of a set
of loudspeakers using Max rE [3, 4] mode-matching or L2-norm
decoding techniques, and the decoded signal at each loudspeaker is
convolved with the associated HRTFs for the left and right ear, and
each ear’s signals are added together to generate the stereo output.

4.1. Objective Results

For preliminary evaluation, we used the average quantization noise-
to-mask ratio (ANMR) of final binaural reconstructions, averaged
over all frames, as the distortion metric to compare the compet-
ing codecs. For a meaningful comparison in this setting, percep-
tual noise substitution was disabled in FSVD and PROP. The perfor-
mance of the three coders is compared in Figure 5, where average
distortion is plotted versus bit-rate. Distortion at a given bit-rate has
been averaged over the test files, and the bit-rate range was selected
to cover a wide range of reconstruction quality. It is clear that the
proposed approach provides consistent coding gains, up to 4.3dB
and 3.7dB over CMPEG, and FSVD, respectively.

4.2. Subjective Results

A MUSHRA [14] listening test was conducted to evaluate the per-
ceptual gains of the proposed codec over competing methods. Ten
seconds of each of the eight audio sequences were converted to
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stereo audio files using the binaural renderer. The following 5 ver-
sions of each of the audio items were presented in a random order to
9 listeners: the hidden reference (ref), a 3.5 kHz low passed anchor
(anc), and files encoded with CMPEG, FSVD and PROP. The sub-
jects were asked to rate each file based on audio quality on a scale
of 0 to 100, where 0 corresponds to the bottom of the scale (bad
quality). The bit-rates were matched at about 200 Kbps. The aver-
aged scores over all audio items and the 95% confidence intervals
are depicted in Fig.6, where the proposed scheme is demonstrated to
outperform its competitors. Despite all the matching and interpola-
tion techniques implemented in CMPEG, the reconstructed data still
suffers from blocking artifacts, which could be the potential reason
behind the slightly better ratings of anchor compared to CMPEG.

5. CONCLUSION

A new encoding framework for compression of HOA data is pre-
sented, where a null-space basis vector extension technique enables
all compression to be performed in the SVD domain, and a jointly
computed common masking threshold accounts for effects of spa-
tial masking across components. Significant gains over existing ap-
proaches demonstrate the effectiveness of the proposed framework.
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