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ABSTRACT

Emerging immersive multimedia applications critically de-
pend on efficient compression of spherical (360-degree)
videos. Current approaches project spherical video onto
planes for coding with standard codecs, without accounting
for the properties of spherical video, a severe sub-optimality
that motivates this work. A common type of spherical video
is dominated by camera translation. We recently proposed
a powerful motion compensation technique for such videos
which builds on the observation that, with camera translation,
stationary points are perceived as moving along geodesics
that meet at the point where the camera translation vec-
tor intersects the sphere. However, the approach follows
standard coding procedures and translates all pixels in a
block by the same amount on their respective geodesics,
which is sub-optimal. This paper analyzes the appropriate
rate of translation along geodesics and its dependence on the
elevation of a pixel on the sphere with respect to the camera
velocity pole. The analysis leads to a new approach that
modulates the effective motion vectors within a block such
that they perfectly capture the perceived individual motion
of each pixel. Consistent gains in the experiments provide
evidence for the efficacy of the proposed approach.

Index Terms— Spherical video, camera translation, mo-
tion compensation, HEVC, video coding

I. INTRODUCTION

Spherical video is rapidly gaining popularity in education,
health care, surveillance, entertainment and related fields. In
contrast to standard (planar) video, spherical video captures
the entire surrounding, and creates an immersive experi-
ence. This format is gaining significant popularity, including
among gamers and outdoor enthusiasts where spherical video
is captured by a camera mounted on a moving subject or
vehicle. In many other important applications such as robot
navigation, camera translation is the dominant component
of the motion in the video. The popularity of this class of
videos and the enormous amount of data due to increased
resolution of spherical videos pose major challenges and
require efficient compression tools tailored to this scenario.
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Standard compression approaches simply project the
spherical data onto a plane (or planes) via one of several
known geometries, according to projection formats such as
equirectangualar, cube-map, etc., [1]. The resulting planar
video is encoded by existing planar video codecs. Modern
video codecs, such as H.264 [2] and HEVC [3], perform
motion compensated prediction in order to exploit temporal
correlations in the signal. However, the simple translation
motion model employed in the projected domain, as well
as its affine extensions [4], [5], fail to capture the true
motion of objects on the sphere. Moreover, the motion vector
in the projected domain lacks a sound physical meaning.
Some notable recent motion compensation procedures [6],
[71, [8] do model the motion on the sphere. Specifically, they
map a block of pixels onto the sphere, followed by either
translation in the 3D euclidean space [6] or rotation on the
sphere [7], [8]. However, they do not exploit models for
perceived motion due to camera translation. We had earlier
proposed a motion-compensation technique based on the
observation that, with translational camera motion, stationary
points move along respective geodesics that intersect at
the poles of the camera velocity vector [9]. In our earlier
approach, a block of pixels is mapped to the sphere and
its pixels translated along their respective geodesics, then
mapped back to the reference frame to derive the prediction
signal. However, as in standard codecs, all pixels in a given
block are translated by the same amount (albeit each along
its geodesic), an assumption which we delve in this paper.
The current work provides an analysis that sheds light on
the direct dependency of the displacement rate of each pixel
on its elevation on the sphere with respect to the camera
velocity vector. Based on this analysis, we propose a motion
vector modulation scheme, wherein the geodesic translation
of the center of the block is signalled to the decoder, and
from which an appropriate modulation scheme is employed
to derive the individual motion vectors for pixels in the
block. This perfectly captures the precise perceived motion
per pixel on the sphere. The proposed method is agnostic
of the projection geometries and can be easily extended to
any new projection format. Its effectiveness is validated by
experimental results showing consistent bit-rate reduction.
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Fig. 1. Illustration of geodesic translation

II. BACKGROUND

This section briefly reviews the perceived motion of ob-
jects due to camera translation and our geodesic translation
motion model proposed in [9].

II-A. Geodesic translation due to camera motion

In order to illustrate the perceived motion of objects on the
sphere, due to camera translation, let us consider the simple
scenario of Fig. 1, with the user at the origin observing
an external point P. The user sees the point P through its
projection point S on the sphere. As the camera translates
along the direction of vector v, the point P is seen to be
displaced to point P’. The corresponding projection on the
sphere forms the arc S-S’. The central observation in our
earlier work in [9] was that arc S-S’ is on a geodesic that
intersects the poles defined by the camera velocity vector.
It is thus easy to see that all the pixels translate along
their respective geodesics, which all intersect at the same
two points, namely, the camera motion poles. Based on this
observation, we had earlier proposed a motion compensation
technique in [9], which is briefly reviewed next.

II-B. Motion Compensation with geodesic translation

Consider the standard encoding pipeline depicted in Fig. 2.
Spherical video is projected to plane(s) using a projection
format of choice. Let us consider a target block of pixels, in
the projection plane, which is to be inter-predicted. Motion
compensation involves:

o Sphere mapping: The block of pixels is mapped back
to the sphere. Let (6;;, ¢;;) be the spherical coordinates
with respect to the camera translation vector.

e Geodesic Translation: Given a motion vector (m,n), the
pixels on sphere are translated along geodesics as,

0;; = 0ij + mAO,, ¢ = dij + nlgs (1)

where Af; and A¢, are predefined step sizes. If the
dominant component of the motion is due to camera
translation, the component n completely captures the
motion with no “lateral” motion, i.e., (bgj = ¢;;. How-
ever, the use of 2D motion vectors allows for capturing
actual object motion unrelated to camera translation.

o Mapping to reference frame: After geodesic translation,
the pixels on sphere are mapped to reference frame in
projection geometry to derive prediction signal.

III. PROPOSED MOTION VECTOR MODULATION

In our earlier method, all pixels in the block are translated
by the same amount along their geodesics. A careful analysis
reveals that fixed translation is sub-optimal. In this section,
we derive the exact relationship between a pixel’s rate of
translation and its elevation on the sphere. The analysis
yields a motion vector modulation scheme that accurately
captures the perceived motion of each pixel.

III-A. How geodesic translation relates to elevation

In order to analyze the exact geodesic translation of each
pixel, let us focus on the plane defined by P, P’ and the origin
O, as shown in Fig. 3. Let ¢ be the elevation of point P with
respect to the camera translation vector, and let A¢ be the
change in elevation due to camera translation. Applying the
law of sines to triangle POP’ we get,

|OP] B [PP’|
sin(/OP'P)  sin(/P'OP)’
where ZOP'P = Z — (¢+ A¢), OP is the depth of the point,

denoted d, and PP’ equals the amount of camera translation,
denoted t. We thus obtain the following relation,

d  cos(¢+ Ag)
t sin(Ag) )

2)

To motion-compensate a block of pixels, we make the
simplifying assumption that all pixels in the block are
approximately at the same depth from the origin. Thus, the
ratio % remains constant for all pixels in the block. This
yields a relationship between the elevation of a pixel ¢ and
the corresponding elevation change A¢. This result leads to

an improved motion-compensation procedure.

III-B. Compensation by modulated motion vectors

A projected plane block to be inter-predicted is mapped
to the sphere. For simplicity, we assume that the camera
translation vector is known, as many omnidirectional camera
rigs have sensors that measure camera motion (otherwise
such global motion can be estimated from the video). Let
(0ij, ¢i;) be a pixel’s spherical coordinates with respect to
the camera translation vector. Let (6., ¢.) be the spherical
coordinates of the center of the block after mapping to the
sphere. Given a motion vector (m, n), the center of the block
is translated along its geodesic as,
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Fig. 2. Standard spherical video encoding procedure
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Fig. 3. Figure to analyze exact geodesic translation

0, = 0 +mAbs, ¢, = b + nAg; 4)

where Af;, A¢, are predefined step-sizes. Let us specifically
denote the change in elevation by A¢,, i.e, Ap. = nAg¢s.
Now, for a pixel P;; in the block, under the assumption of
constant depth across pixels in a block, we obtain from (3):

cos(diy + D) _ cos(be +A%) _d o
sin(Agy) sin(Age) 1

where A¢;; measures change in elevation of P;; and k is a

constant. Basic trigonometry yields the relationship,

oS ¢
k + sin ¢z 7
Thus, given the change in elevation of the center of the block,
the elevation change for each individual pixel, or the amount
of translation along its respective geodesic, is modulated
according to (5). The pixels are thus translated to points
with spherical coordinates given by,

ng = Qij + mAb,, QS:J = ¢ij + Agbij 0

Agyj = tan™( 6)

The translated pixels are then mapped back to the reference
frame to derive the prediction signal. The mapped pixel will
not, in general, fall on the reference frame’s sampling grid,

and interpolation is performed to obtain the ultimate predic-
tion signal. The proposed motion compensated prediction
can thus be summarized as:

o A block of pixels is mapped to the sphere and the
spherical coordinates (6;;, ¢;;) are derived with respect
to the camera translation vector

« For a given motion vector (m,n), the block center on
the sphere is translated according to (4).

e The change in elevation for each pixel in the block
is calculated according to (6) and they are translated
according to (7).

o The translated pixels are mapped to the reference frame
and interpolated to derive the prediction signal.

IV. EXPERIMENTAL RESULTS

The encoding procedure including the proposed motion
vector modulation was implemented and tested within HM-
16.15 [10] as the underlying codec. Projection format con-
version and the sample rate conversion were performed using
the software tool provided in 360Lib-3.0 [11]. For testing,
we chose five video sequences [12], [13] and [14], which
are dominated by translational motion of the camera. Initial
segment corresponding to the first one second of these videos
were encoded at QP values of 22, 27, 32 and 37 in random
access profile. We provide results with equi-angular cubemap
(EAC) [15] as the low resolution projection format. The
face width for EAC is chosen to be 576. Since each face
corresponds to 90° field of view, Af, and Ag¢, are set to
5.7+ Interpolation in reference frame is performed at (%4
pixel precision. Our earleir motion compensation procedure
with fixed geodesic translation [9] is also implemented in
HM-16.15. We measured the distortion in terms of end-
to-end weighted spherical PSNR [16], as recommended in
[17]. Bitrate reduction is calculated as per [18] over the
standard HEVC encoding technique, for both the approaches.
For video sequences with substantial camera translation,
our approach in [9] is shown to outperform other existing
techniques. Thus, we only considered our earlier results
from [9] for comparison. Table I compares the proposed
method employing motion vector modulation, and our pre-
vious model of [9] with fixed geodesic translation, in terms
of bitrate reduction for the Y component. The new motion
compensation technique gives a significant 7% improvement,
on the average, in terms of bit-rate reduction over HEVC.
As compared to our previous approach in [9], we get gains
as high as 4% for the bicyclist sequence. The proposed
approach is more effective at low to medium bit-rates, where



Table I. Bit rate % savings over HEVC for Equi-angular
Cubemap projection (evaluated on the Y component)

Sequence Fixed geodesic Proposed modulated
translation in [9] geodesic translation
Bicyclist 7.5 11.4
Chairlift 7.7 8.8
Broadway 5.8 6.0
Balboa 6.8 7.7
Harbor 1.8 2.1
[ Average | 5.9 7.2
32 =
m
e
£
£ 30| |
wnn
[a B}
7]
=
S
88 28 - .
> —e— Modulated geodesic translation

—m—  Fixed geodesic translation
e HEVC

| | \ \ \ \ \ \ |
02 04 06 08 1 12 14 16 1.8
Bit-rate in bps -10*

Fig. 4. RD curves for bicyclist sequence

HEVC chooses larger block sizes and hence the impact of
motion vector modulation is higher. Fig. 4 depicts the rate-
distortion (RD) curve for the bicyclist sequence in low to
medium bit-rates.

V. CONCLUSIONS

This paper proposes a novel encoding technique with
motion vector modulation for spherical videos dominated
by translational motion of the camera. The proposed method
perfectly captures the motion of each pixel on the sphere.
The proposed motion compensation is agnostic of the pro-
jection format and its extension to any new format is straight
forward. Significant gains in terms of bit-rate reduction
clearly demonstrates the utility of the proposed approach.
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