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Abstract
This paper considers the design of efficient quantizers for a distributed

source coding system. The information is encoded at independent terminals
and transmitted across separate channels, any of which may fail. The scenario
subsumes a wide range of vector quantization problems. Greedy descent meth-
ods rely heavily on initialization, and the presence of numerous ‘poor’ local
optima on the distortion cost surface strongly motivates the use of a global de-
sign algorithm. We propose a deterministic annealing approach for the design
of all components of a generic distributed source coding system. Our approach
avoids many poor local optima, is independent of initialization, and does not
assume any prior information on the underlying source distribution. Simulation
results show significant gains over an iterative greedy algorithm.

1 Introduction

In a distributed network of sensors, different sensors may be designed to observe
various physical quantities, e.g., temperature, humidity, pressure. We may be inter-
ested in efficient reconstruction of one or more physical entities at different spatially
separated observatories. Typically, the data communicated by networks of sensors
exhibits a high degree of correlation. Since the encoders at each sensor location func-
tion independently the system will not, in practice, accomplish the maximum possible
lossy compression of the sources. Another prominent issue is that of estimation of a
source from another correlated source. For example, if a sensor (or a transmission
channel) breaks down, then to get a reliable estimate of the data being (or that would
be) measured by that sensor, we can only utilize information acquired from the other
sensors (channels). To achieve the dual objectives of obtaining the best possible com-
pression efficiency from independent encoders and attaining system robustness, it is
necessary that the code design at all the terminals be performed jointly for a robust
distributed source coding system (see Fig. 1).

∗This work was carried out while J. Nayak was with the University of California, Santa Barbara.
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Figure 1: Block Diagram for Robust Distributed Source Coding

The robust distributed source coding model was first proposed and studied in [6]
and later in [3] and [4]. As pointed out in [4], the model subsumes a variety of source
coding problems ranging from distributed source coding [12, 14], the CEO problem
[1] to multiple description coding. A good design for this system should be able to
take into account the correlation between the sources as well as the possibility of
component failure. An interesting approach to distributed source coding employing
source codes (scalar quantization or trellis coded quantization) followed by channel
codes (scalar or trellis based coset codes) was presented in [9] and a recent exten-
sion utilizing irregular LDPC codes for channel codes has appeared in [15]. These
channel coding approaches can conceivably be extended to robust distributed vector
quantizer (RDVQ) design. However, current channel coding approaches appear most
suitable when the sources can be modeled as noisy versions of each other, where the
noise is unimodal in nature. But such approaches are of limited use where the above-
mentioned simplifying assumptions do not apply. On the other hand, approaches
based on the Lloyd-algorithm [8] to design RDVQ will suffer from the presence of
numerous ‘poor’ local minima on the distortion-cost surface and thus will be criti-
cally sensitive to initialization. Clever initialization as proposed, for example, in the
context of multiple description scalar quantizer design [13], can help mitigate this
shortcoming. But such initialization heavily depends on symmetries or simplifying
assumptions, and no generalizations are available to vector quantization nor to more
complicated scenarios such as RDVQ. Alternatively, a global optimization scheme
i.e., a powerful optimization tool that provides the ability to avoid poor local optima,
and is applicable to sources exhibiting any type of statistical dependencies, such as
deterministic annealing can overcome these issues.

In [7], it has been shown that a deterministic annealing based approach can gain
substantially over extensions of the Lloyd-algorithm and various schemes employing
heuristic initialization for the case of generic multiple description vector quantizer
design. Numerous other applications where deterministic annealing performs bet-
ter than Lloyd-based iterative algorithms can be found in a tutorial paper [11] and
references therein. In this paper, an iterative greedy algorithm for RDVQ design is
described which will underline the need of a global optimization approach. We then
propose a deterministic annealing approach for optimal RDVQ design.
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Deterministic annealing (DA) is motivated by the process of annealing in physics.
It is independent of the initialization, does not assume any knowledge about the
underlying source distribution and avoids many poor local minima of the distortion-
cost surface [11]. In DA, a probabilistic framework is introduced for the encoding rule
where each training sample of the input source is assigned to a reproduction value
in probability. The optimization problem is recast as minimization of the expected
distortion subject to a constraint on the level of randomness as measured by the
Shannon entropy of the system. The Lagrangian functional can be viewed as the
free energy of a corresponding physical system and the Lagrangian parameter as the
‘temperature’. The minimization is started at a high temperature (highly random
encoder) where, in fact the entropy is maximized and hence all reproduction points are
at the centroid of the source distribution. The minimum is then tracked at successively
lower temperatures (lower levels of entropy), by re-calculating the optimum locations
of the reproduction points and the encoding probabilities at each stage. As the
temperature approaches zero, the average distortion term dominates the Lagrangian
cost and a hard (non-random) encoder is obtained.

The rest of the paper is organized as follows. In Section 2, we state the problem
formally, establish the notation and describe an iterative greedy method based on
Lloyd’s algorithm for multiple prototype coder design. This will underline the need
of a global approach. In Section 3, we derive the DA approach to RDVQ design and
provide its update formulae (necessary optimality conditions). Simulation results are
given in Section 4, followed by the conclusions in Section 5.

2 Problem Statement and Iterative Greedy Meth-

ods

Consider the robust distributed source coding scenario in Fig. 1. For brevity, we will
restrict the analysis to the case of two sources, but the model can be extended in a
straightforward fashion to an arbitrary number of sources. Here (X,Y ) is a pair of
continuous-valued, i.i.d., correlated (possibly vector) sources which are independently
compressed at rates R1 and R2 bits per sample, respectively. The encoded indices i
and j are transmitted over two separate channels, which may or may not be in working
order, and the channel condition is not known at the encoders. The end-user tries to
obtain the best estimate of the sources depending on the descriptions received from
the functioning channels. (X̂0

ij, Ŷ
0
ij) denotes the reconstruction values for (X,Y ) that

are produced by the central decoder D0, i.e., when information is available from both
the channels. If only channel 1 (or 2) is working, then side decoder D1 (or D2) is used
to reconstruct (X̂1

i , Ŷ 1
i ) (or (X̂2

j , Ŷ 2
j )). The objective of the robust distributed vector

quantizer (RDVQ) is to minimize the following overall distortion function given rate
allocations of R1 and R2:

E[{α0d(X, X̂0
ij) + (1 − α0)d(Y, Ŷ 0

ij)} + λ1{α1d(X, X̂1
i ) + (1 − α1)d(Y, Ŷ 1

i )} (1)

+λ2{α2d(X, X̂2
j ) + (1 − α2)d(Y, Ŷ 2

j )}]
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where d(·, ·) is an appropriately defined distortion measure and αn ∈ [0, 1] {n =
0, 1, 2} governs the relative importance of the sources X and Y at the nth decoder. In
the RDVQ cost of (1), the first two terms contribute to the central distortion when
both the channels work. The side distortions are weighted by λ1 and λ2 whose specific
values depend on the importance we wish to give to the side distortions as compared
to the central distortion. In a practical system, λ1 and λ2 will often be determined
by the channel failure probabilities.

The RDVQ problem comprises the design of mappings from the sources X and Y
to indices at the respective encoders and of the corresponding reconstruction values
at the three decoders. To minimize the distortion for given transmission rates, the
correlation between the sources needs to be exploited. This can be done by sending the
same index for different non-contiguous regions of the source alphabet on a channel
and then using the information from the other source to distinguish between the
different regions. In the case when only one channel is functioning, the RDVQ problem
reduces to estimating a signal from another correlated source. On the other hand, if
both the channels work and the central decoder is used, the problem reduces to that
of correlated source coding. Locally optimal quantizer design techniques for general
networks (which encompass the RDVQ model as well) and correlated source coding
have been proposed in the literature in [5] and [2, 10] respectively. We next adopt
this framework and describe a locally optimum algorithm using multiple-prototypes
(MP) for the design of a generic RDVQ system. The MP approach can be viewed as
combining histogram or kernel based techniques for estimating source distributions
and quantizer design.

Specifically, we have a training set T ≡ {X ,Y}, which consists of m-dimensional
i.i.d. vectors. We design a coarse vector quantizer Q1 for X using a standard VQ
design algorithm such as Lloyd’s algorithm [8] or DA [11]. Q1 assigns training set
data points to one of the K regions, Cx

k . The disjoint Voronoi regions Cx
k span the

space and a prototype xk is associated with each of them. Next, each Voronoi region
is mapped to one of the I indices, via a mapping v(k) = i, to which we refer as
Slepian-Wolf (SW) mapping, since this mapping is the module that in fact exploits
inter-source correlation and attempts to approach the theoretical bound promised by
[12]. The index i is then transmitted across the channel. An example of SW mapping
with m = 1, K = 8 and I = 3, is given in Fig. 2. The region associated with index i
is denoted Rx

i =
⋃

k;v(k)=i C
x
k .

We similarly define the quantizer Q2, regions Cy
l , Ry

j and prototypes yl in the Y
domain. Here, the L Voronoi regions are mapped to J indices via SW mapping w(l) =
j. At the central decoder, we receive indices in I × J , and generate reconstruction
values x̂0

ij and ŷ0
ij. At the side decoder 1 (or 2), the received index is in I (J ), and

reconstruction values are x̂1
i (x̂2

j) and ŷ1
i (ŷ2

j ).
In the sequel, we will often use the following concise notation

Dx(x, x̂0
ij, x̂

1
i , x̂

2
j) = α0d(x, x̂0

ij) + λ1α1d(x, x̂1
i ) + λ2α2d(x, x̂2

j), (2)

Dy(y, ŷ0
ij, ŷ

1
i , ŷ

2
j ) = (1 − α0)d(y, ŷ0

ij) + λ1(1 − α1)d(y, ŷ1
i ) + λ2(1 − α2)d(y, ŷ2

j ), (3)

Dnet = Dx(x, x̂0
ij, x̂

1
i , x̂

2
j) + Dy(y, ŷ0

ij, ŷ
1
i , ŷ

2
j ), (4)
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Figure 2: Block diagram of an encoder and an example of SW mapping from proto-
types (Voronoi regions) to indices.

to denote the partial distortion terms corresponding to X and Y , and the net expected
distortion Dnet of (1) which we seek to minimize. To minimize Dnet, the SW mappings
v and w, as well as the reconstruction values at various decoders (all of which have
been ‘randomly’ initialized) are optimized iteratively using the following steps:

1. SW Mapping for X: For k = 1, . . . ,K, assign region k to index i, such that:

v(k) = i = arg min
i′

∑
(x,y)∈T ;

x∈Cx
k

[Dx(x, x̂0
i′j(y), x̂

1
i′ , x̂

2
j(y)) + Dy(y, ŷ0

i′j(y), ŷ
1
i′ , ŷ

2
j(y))]. (5)

2. SW Mapping for Y: For l = 1, . . . ,L, assign region l to index j, such that:

w(l) = j = arg min
j′

∑
(x,y)∈T ;

y∈Cy
l

[Dx(x, x̂0
i(x)j′ , x̂

1
i(x), x̂

2
j′) + Dy(y, ŷ0

i(x)j′ , ŷ
1
i(x), ŷ

2
j′)]. (6)

3. Reconstruction Values: For all i = 1 : I and j = 1 : J , find x̂0
ij, x̂1

i and x̂2
j

such that:

x̂0
ij = arg min

a0

∑
(x,y)∈T ;x∈Rx

i ,

y∈Ry
j

d(x, a0), (7)

x̂1
i = arg min

a1

∑
(x,y)∈T ;x∈Rx

i

d(x, a1), (8)

x̂2
j = arg min

a2

∑
(x,y)∈T ;y∈Ry

j

d(x, a2). (9)

The corresponding equations for the reconstruction values of Y have not been repro-
duced here, but are trivially obtained by symmetry.

We again re-emphasize that it is the SW module that exploits the correlation
between the quantized versions of source. The above technique optimizes the SW
mappings from prototypes to indices for X and Y , and the final reconstruction values
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at the various decoders in an iterative manner. We will thus refer to the above design
algorithm as the Lloyd Approach (LA). LA inherits from the original Lloyd algorithm
the inter-related shortcomings of getting trapped in poor local minima, and depen-
dence on initialization. The sub-optimality of LA will be observed experimentally in
the results section. These issues call for the use of a global optimization scheme, such
as DA. We next present the DA algorithm and the necessary conditions for optimality
in RDVQ design.

3 The Deterministic Annealing Approach

3.1 Derivation

A formal derivation of the DA algorithm is based on facts borrowed from information
theory and statistical physics. Here the deterministic encoder is replaced by a random
encoder. Detailed derivations and the principles underlying basic DA can be found
in [11].

Given the RDVQ setup, we first design quantizers Q1 and Q2 for the sources
independently using DA [11]. The rationale for this separate design is that as long
as the number of prototypes per index is large, then the correlation between the
quantized versions of the sources can be fully exploited within the SW mapping
modules of the encoders. This means that efficient SW mappings from prototypes
to indices is crucial for the overall system performance. The RDVQ DA approach
optimizes these mappings and the reconstruction values jointly, is independent of the
initialization and will converge to a considerably better minimum.

The coarse quantizer Q1 for source X assigns each data point in the training set
for the source X to a prototype xk. We define:

ck|x =

{
1 if Q1(x) = k
0 otherwise

(10)

and ri|k = Pr[Rx
i |xk] = Pr[xk ∈ Rx

i ] as the probability of a prototype being mapped
to an index. Similarly in the Y domain, we define:

cl|y =

{
1 if Q2(y) = l
0 otherwise

(11)

and rj|l = Pr[Ry
j |yl] = Pr[yl ∈ Ry

j ].
The probabilistic equivalent of the net distortion function Dnet in (1) which we

seek to minimize is:

D =
1

N

∑
(x,y)∈T

∑
k,l,i,j

ck|xcl|yri|krj|l[Dx(x, x̂0
ij, x̂

1
i , x̂

2
j) + Dy(y, ŷ0

ij, ŷ
1
i , ŷ

2
j )], (12)

subject to a constraint on the joint entropy of the system. Here N is the number of
data points in the training set.

The joint entropy of the system is H = H(X,Y, I, J) = H(X,Y ) + H(I|X) +
H(J |Y ), since by construction, the source variables X and Y and the transmitted
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indices I and J form a Markov chain: J − Y − X − I. Also H(X,Y ) is the source
entropy and is unchanged by the encoding decisions for a given training set. The
expressions for the other terms in the joint entropy H are:

H(I|X) =
−1

N

∑
(x,y)∈T

∑
k,i

ck|xri|k log(ri|k), (13)

and H(J |Y ) =
−1

N

∑
(x,y)∈T

∑
l,j

cl|yrj|l log(rj|l). (14)

So, the optimization of D in (12) subject to the joint entropy H is equivalent to
the following Lagrangian minimization:

min
{ri|k},{rj|l},{x̂0

ij},{ŷ0
ij},{x̂1

i },{ŷ1
i },{x̂2

j},{ŷ2
j }
{L = D − TH}. (15)

where the temperature, T plays the role of Lagrange parameter. In the annealing
process, we start from a high temperature and perform annealing at successively
lower temperatures. At high temperature, all the reproduction points are at the
centroid of the source distribution and a prototype is associated with all the indices
with equal probability. As the temperature is lowered, the optimum locations of the
reproduction points and encoding probabilities (ri|k and rj|l) are calculated to track
the minimum. At the limit of zero temperature, the encoding probabilities become
hard and a deterministic encoding rule is obtained.

3.2 Update Equations for RDVQ Design

At a fixed temperature T , the objective function in (15) is a convex optimization
problem in terms of ri|k and rj|l. So the expressions for ri|k and rj|l can be analytically
computed as:

ri|k =
e−Dki/T∑

i′
e−Dki′/T

and rj|l =
e−Dlj/T∑

j′
e−Dlj′/T

(16)

where

Dki =

∑
(x,y)∈T ,l,j

ck|xcl|yrj|lDnet

∑
(x,y)∈T ,l,j

ck|xcl|yrj|l
and Dlj =

∑
(x,y)∈T ,k,i

ck|xcl|yri|kDnet

∑
(x,y)∈T ,k,i

ck|xcl|yri|k
. (17)

We next give the expressions for the reconstruction values in the case of squared-error
distortion measure. The approach is clearly not restricted by this choice of distortion
measure.

x̂0
ij =

∑
(x,y)∈T ,k,l

ck|xcl|yri|krj|lx

∑
(x,y)∈T ,k,l

ck|xcl|yri|krj|l
, x̂1

i =

∑
(x,y)∈T ,k

ck|xri|kx

∑
(x,y)∈T ,k

ck|xri|k
, x̂2

j =

∑
(x,y)∈T ,l

cl|yrj|lx

∑
(x,y)∈T ,l

cl|yrj|l
(18)
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Observe that these are the standard centroid rules. Also note that the side decoder
2 does not have access to X and the reconstruction of X is done based on the infor-
mation received from its correlated source Y . By the symmetry in the problem, the
decoding rules for Y can be trivially obtained, and will not be reproduced here.

4 Simulation Results

We give two examples to demonstrate the gains of the deterministic annealing ap-
proach over the iterative greedy method (LA). To avoid any potential fairness issues,
we decided to design the coarse quantizers Q1 and Q2 using DA for both the com-
peting approaches. This design could have been done using Lloyd’s algorithm for the
LA contender. However, Lloyd’s algorithm may converge to a poor minimum in the
quantizer design. The focus of the paper is on Slepian-Wolf mappings optimization
(and reconstruction values) given the initial input quantizers, so we have chosen DA
for initial quantizer design to eliminate its impact from the results.

In both the examples, X and Y are assumed to come from a joint gaussian source
with respective means 0, variances 1 and correlation coefficient 0.9. The LA algorithm
was run 20 times with different initializations while DA was run only once. A scalar
RDVQ is designed using a training set of size 4000 in both the examples. The test
set consists of 40000 data points. In the first case, the weighing parameters λ1 and
λ2 for the side decoders are both taken as 0.01 while the rates R1 and R2 are 3 and 4
bits respectively. The number of prototypes for X and Y are 64 and 128 respectively.
The parameters αn {n = 0, 1, 2} are taken as 0.5, 1 and 0 respectively, i.e., at the side
decoder 1 (or 2), only X (or Y ) is reconstructed while at the central decoder both
the sources are given equal importance. The results are shown in Fig. 3. Here DA
outperforms the best solution obtained by LA by ∼1.3 dB. The difference between
the best and worst expected distortions of LA is itself ∼2.9 dB which exhibits the fact
that iterative methods are heavily dependent on initialization and are highly likely
to get trapped in a local minimum. For the test set, the net distortion obtained by
the best LA versus single run DA was -15.18 and -15.95 dB, respectively.

In the second example, the weighing parameters λ1 and λ2 are taken to be 0.005
and 0.01 while the rates R1 and R2 are 2 and 3 bits respectively. The number of
prototypes for both X and Y is 64. The parameters αn {n = 0, 1, 2} are all equal
to 0.5 to give equal importance to each source at all the decoders. The results are
shown in Fig. 4. The net distortion obtained for the test set for best LA versus single
run DA was -12.06 and -13.08 dB, respectively.

5 Conclusions

We have proposed a multiple prototype based deterministic annealing approach for
the design of quantizers for a robust distributed source coding system. The ap-
proach is general and is applicable to a wide gamut of vector quantization problems
such as multiple descriptions, correlated source coding, CEO problem etc.. This
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Figure 3: Comparison between LA and DA approaches for R1 = 3, R2 = 4, K = 64, L =
128, α0 = 0.5, α1 = 1, α2 = 0, λ1 = λ2 = 0.01. Dnet from DA is -16.98 dB while LA gives
best and worst Dnet as -15.69 and -12.77 dB, respectively. For ease of comparison, a line
along which constant Dnet = -16.98 dB is drawn.

approach assumes no prior knowledge about the underlying probability distribution
of the sources, eliminates the dependence on good initial configurations and avoids
many poor local minima of the distortion cost surface. The necessary conditions (and
update equations) for quantizer design are derived and presented. Simulation results
comparing DA with an iterative Lloyd-like algorithm are shown. Significant improve-
ments confirm the advantage of using a global optimization scheme such as DA for
robust distributed vector quantizer design.
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